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ABSTRACT 

 

The purpose of this diploma thesis is to determine the species of a plant from an image of its leaf, 

using a time series classification system. The outline of each leaf is described with a time series, 

which is then analyzed with time series analysis algorithms to classify the plant’s class. 

Plant identification and classification is a common interest in the field of computer vision and 

machine learning. Identifying a plant from an image can be challenging: the leaf might have its 

stem, or be on a branch, or the lighting might be insufficient.  
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1 INTRODUCTION 

1.1 Data mining and Machine learning 

In our days we use many applications on our devices and on the web, that use data mining, machine 

learning and information retrieval algorithms. From speech recognition to spam filtering, these 

two computer science fields play a big role in our daily interactions. 

A machine learning algorithm aims to predict the answer to a problem from a set of data. 

Nowadays, these algorithms can make complex mathematical calculations on big data with good 

accuracy and efficiency.  Many of our day-to-day activities are powered by machine learning 

algorithms like web search results, handwriting, sign language and image recognition, ads on web 

pages and mobile devices, weather forecasting, self-driving cars, speech translation. 

Data mining and machine learning are two distinct fields. While machine learning models reaches 

a decision based on some knowledge or information, data mining uses statistics to discover 

information and/or patterns [1]. In general, machine learning can be described by the term 

classification and data mining by the term prediction. Classification is the method to classify new 

data, based on a training set with already known labels. Prediction is the method to predict the 

labels of new, unknown data [2]. 

The classification schema begins with gathering the training data which are processed by 

classification algorithms. Then, a prediction is performed on a testing dataset that is validated by 

the classifier. Finally, the classifier assigns labels to the testing dataset [2]. A classifier is a function 

that gives a label to an unlabeled instance using internal data structures [40].  

 The most widely adopted machine learning methods are supervised learning (e.g. classification) 

and unsupervised learning (e.g. clustering). In this thesis we use supervised learning. In these type 

of algorithms, we train our machine with labeled inputs, to indicate the class labels of the output 

data. We know in advance the class labels of the training data. 

 A classifier H, given a training set of examples with the form: (𝑥𝑖, 𝑦𝑖), for 𝑖 = 1, … , 𝑁, where 𝑥𝑖 

is the value of the data and 𝑦𝑖 is the class label of the data, must to know how to predict the class 

label 𝑌𝑖 ∈ {1,… , 𝐾} of a new example vector Xi, given only the new vector of variables and not its 

class  [37, 33].  

On the contrary, in unsupervised learning the testing set cannot be classified based on the training 

set because the class labels of the data are unknown [2].  

Once we decide which our training dataset will be, we must prepare the data by preprocessing 

them. A training set can be images, time series, stocks, signals etc. So, the data must be 

preprocessed to reduce noise, extract features and be normalized. In our case, we have images with 

leaves that are converted into time series. When a dataset contains images, the preprocessing is 

done using computer vision. 
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1.2 Computer vision and Digital Image Processing 

Applications that utilize computer vision and image processing algorithms are very common. 

Making images more beautiful with special filters, identifying the person or the object on an image, 

iris, facial expression, gesture and body movement recognition are all achieved with image 

processing.  

Digital image processing also applies in many fields of science: Medicine, astronomy, industry, 

geology, microscopes, satellites [12]. Plants attract the researchers’ interest because plant 

classification is a common problem. With computer vision and machine learning, the plants can 

be classified easily and rapidly. Botanists can identify species and detect plant diseases easier.  

In general, computer vision algorithms extract specified information from images. Computer 

vision is the science that allows the people to understand and see things in images and videos that 

cannot see with the naked eye [3]. It is a branch of artificial intelligence science that overlaps with 

digital image processing and allows computers to imitate the human eye and draw conclusions.  

There are three levels of processing: 

 A low-level process, that takes an image as input and produces an image as a result. This level 

contains fundamental image processing operations such as noise reduction, image sharpening, 

contrast enhancement. 

A mid-level process, that receives an image and produces a set of attributes. An operation of this 

level can be object recognition or identification, and segmentation.  

A high-level process, that takes these attributes and produces an output that “makes sense”. This 

level contains operations like scene understanding and autonomous navigation.  

The first two levels, low and mid, can be characterized as the image processing level and the last 

one, high-level, is the image analysis, the computer vision level. 

1.3 Time series 

Time series is a term that is used to describe a sequence of points through time. They are more 

often used in statistics, but also in fields like finance, signal processing, forecasting and many 

more. Time series can show how a company’s stock increased or decreased through a period of 

time, describing a behavior or trend. In plant classification time series are often used to describe 

the outline of a leaf or a part of its stem. In most cases, researchers use more than just a time series 

to describe a leaf. They extract additional information that characterize each leaf’s species in a 

better way.  
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1.4 Information Retrieval 

The field of Information Retrieval (IR) deals with extracting information from data. Large amounts 

of information are stored every day, so it is important to be able to find knowledge in databases 

reliably and efficiently, in order to evaluate or answer a query. The most commonly used 

application of information retrieval in our everyday lives is in web search engines. Web search 

engines use IR techniques to find results on the web that match best with the user’s question. An 

information retrieval system ensures that each document in a database has a description, which is 

used to evaluate the matching grade with the given question and show the corresponding result 

[10].  
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2 RELATED WORK 

2.1 Introduction 

This section is dedicated to other researches that deal with plant classification. We will provide an 

overview of their research and the information we used to compose this thesis. Any classification 

and image processing method that is referenced, will be explained in the next chapter.  

2.2 Flavia 

Flavia is a leaf recognition program and algorithm for plant classification using a probabilistic 

neural network [4]. We used the image dataset from Flavia and the algorithm they used to pre-

process the leaf images. Their system can classify 32 plant species mostly from Asia and North 

America, with an average accuracy more than 90% for all of them. Their program starts by asking 

the user to input a leaf image of a plant acquired via digital camera or scanner. Then, the leaf image 

appears on the screen and the user is prompted to select the two terminals of the longest and main 

venation of the leaf by clicking the image. Then the computer will show from which plant species 

this leaf is.  

2.2.1 Image preprocessing 

At first, the acquired image is processed with an algorithm to produce the perimeter of the leaf as 

a black curve on a white background. The image is converted from RGB to grayscale. To convert 

the RGB value of a pixel into its grayscale they use the following equation  

𝑔𝑟𝑎𝑦 =  0.2989 ∗  𝑅 +  0.5870 ∗  𝐺 +  0.1140 ∗  𝐵   (Eq. 1)   

Then, the image is made binary through the histograms of each value of the RGB model. The 

histograms of each RGB value are divided with the total number of leaves (3000). The image is 

thresholded at the value that is the average lowest point between the two peaks in every color’s 

histogram (242), by replacing all pixels that have luminance greater than 0.95 (242/255=0.949) 

with the value 1 and the others with 0. Additionally, the 0 and 1 values get swapped in order to 

have a black curve on a white background. Next, a rectangular averaging filter of size 3 × 3 is 

applied for noise filtering. Then, the image undergoes boundary enhancement, to get the margin 

of the leaf, applying a Laplacian filter of the following 3 × 3 spatial mask: 

 

 

 

In the following procedure, the 5 basic features -diameter, physiological length, physiological 

width, leaf perimeter and leaf area- are extracted. The physiological length is the feature that user 

0 1 0 

1 -4 1 

0 1 0 
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selects interactively. Also, 12 digital morphological features (DMFs) are extracted such as smooth 

factor, form factor, aspect ratio, rectangularity, narrow factor, perimeter ratio of diameter, 

perimeter ratio of physiological length and physiological width and 5 vein features. Then, a 

statistical procedure called Principal Component Analysis (PCA) is used to reduce the 

dimensionality of the input matrix. PCA can achieve simplification, data reduction, outlier 

detection, classification, prediction on a data matrix [5]. In Flavia’s case, PCA prepares the 

extracted features from the leaf image for a Probabilistic Neural Network (PNN).  

2.2.2 Plant classification 

“Neural networks are frequently employed to classify patterns based on learning from examples” 

[6]. PNN is a neural network that is used often for pattern recognition problems. Wu et al. [4] 

mention, “The network classifies input vector into a specific class because that class has the 

maximum probability to be correct”. PNN is fast on training and has a simple structure. 

In their research they used 1800 leaf images to train their system, most of them from China. They 

also used 10 images of each plant species for the testing set. They claim that the accuracy of their 

program can be increased by extracting more features from the leaf images.  

2.3 Leafsnap 

Leafsnap [7] is a mobile application that uses computer vision to automatically identify and 

recognize plant species. Their system can identify leaves efficiently, even if the background of the 

image contains non-leaf objects. Their dataset consists of 184 trees in the Northeastern United 

States.  

2.3.1 Image preprocessing 

Their first step is to make a classifier that tells if the object of the image is a leaf or not (leaf/no-

leaf classification) and is a very important procedure, since some users can take a photo of a leaf 

which contains branches, other leaves or the lighting is not helpful to segment the image. To build 

the classifier they use a Support Vector Machine that uses an RBF kernel as a classification 

function. They also adjust the input image by resizing and rotating it. If the image cannot be used, 

the app informs the users that the input is invalid and gives instructions to take a better image. The 

classifier is very fast and helpful, so that in case of unsuitable input the user just retakes the picture 

and the system does not fail. 

The system uses color-based segmentation. The writers of [7] claim that this approach is more 

effective and faster, compared to segmentation boundary methods that focus on the shape or other 

features of a leaf, because of the various leaf shapes; some leaves are complex (main leaf with 

leaflets) or they can be found in groups (e.g., pine needles). In other words, they segment the 

images separating the foreground from the background. It is very important that their method 

adapts to variances of the color and lighting of a leaf.  
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The segmentation starts with converting the RGB image to HSL (Hue, Saturation, Lightness), but 

only the saturation value is used. The segmentation of some leaves can be problematic and 

therefore they apply weights in the pixels of the image. In that way, when the pixels outside and 

inside of the region of interest have different weights, the segmentation has better results. Then, 

the image is thresholded and segmented with an Expectation Maximization (EM) algorithm that 

separates the foreground from the background. The result is an image with black background and 

white pixels that indicate the area of the leaf so there are two groups in an image, the leaf and the 

background. They then remove false positive regions which can be caused by irrelevant objects, 

shadows and uneven backgrounds. The following step contains the detachment of the stem of the 

leaf. If there is a stem in the picture, removing it must not alter the connected components in the 

background or in the leaf. Some of the segmented images contain “holes” in the leaf area or in the 

background, which are filled to avoid later complications. 

They noticed that the most common errors in the segmentation of the leaf are when there are 

shadows in the background made by the leaf, or when there is too much light in the leaf area.  

The next procedure is about the curvature of each leaf. They distinguish the leaves of four different 

species based on their curvature. They use two histograms of curvature that describe two different 

scales of an area of the leaf. The first measure is determined by “the fraction of the circle's area 

contained inside the object”, where the center of this circle is a point in the leaf’s outline. The 

second measure is “the fraction of the circle's perimeter contained inside the object”. They use 

these measures to extract a curvature image from the segmented image. This curvature image 

“shows curvatures for each contour point along the x-axis and at different scales along the y-axis” 

and they use each row to compute histograms of curvature values to create a feature called 

Histograms of Curvature over Scale (HoCS).  This shape retrieval approach has many advantages 

and guarantees better results. 

2.3.2 Species identification 

A nearest neighbor search is used in order to identify each leaf’s species. The algorithm uses the 

HoCS feature as a query. Their database consists of HoCS extracted features from 23,915 lab 

images taken by high-quality camera and 5,192 field images captured by mobile devices. The field 

images are not “clean” thus containing different amounts of blur, light and they were captured 

from different viewpoints. It is very important that the search database contains real-world images 

because this is the key to effectiveness. They had several problems measuring species that have 

many different leaf shapes and their curvatures vary. In that case, the app shows to the user the top 

25 matching species and the user does the identification. However, the best result is to show as 

few matching species as possible. The writers of [7] mention that “The correct match is within the 

top 5 results for 96.8% of queries using curvature histograms”. 

Currently, the team of Leafsnap has an application for mobile devices that run iOS. Since the 

launch of their app in May 2011, nearly a million users downloaded Leafsnap. They also are 

discussing for improvements and launching the application for Android. 
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2.4 Swedish leaf dataset and PRICoLBP 

The writers of “Pairwise Rotation Invariant Co-occurrence Local Binary Pattern” [8] used their 

algorithm and eight datasets to create applications for texture classification, material recognition, 

flower recognition, leaf recognition, food recognition and scene classification. For the leaf 

recognition application, they used the Swedish leaf dataset that contains 15 plant species and is 

used very often to similar applications. It has 75 leaf images for each species, 25 of them are used 

for training and the rest of them for testing. The images are very clear and with high-quality. Some 

of them are slightly rotated. This research uses also shape-based methods. This can be challenging 

because firstly, a lot of species have very similar leaf shape, and secondly, some images are taken 

from a different viewpoint, so leaves from the same species may differ a lot.  

The researchers of [8] indicate the importance of designing effective features. In their paper, they 

propose a transform invariance in spatial co-occurrence feature introducing their patent, the 

pairwise rotation invariant co-occurrence local binary pattern (PRICoLBP) feature.  

2.4.1 Leaf recognition 

PRICoLBP works as a descriptor in which the researchers “encode two LBP features 

collaboratively while preserving the relative orientation angle between them”. The local binary 

pattern operator (LBP), is a descriptor that encodes texture information. As the writers explain: 

“For a pixel A in an image, its LBP code is computed by thresholding its circularly symmetric n 

neighbors in a circle of radius r with the pixel value of the central point and arranging the results 

as a binary string.” Pairwise rotation invariance is based on Pairwise Transform Invariance (PTI). 

Given A and B that are two points in an image and each one has a determined orientation, the 

uniform pattern of B can be computed according to the orientation of A. Then, as a result they get 

two co-occurrence patterns. They used this descriptor and SVM to evaluate the Swedish leaf 

dataset and the performance of their system was significantly better than other researches. The 

descriptor PRICoLBP decreased the classification error by far, with the same classifier. Contrary 

to other shape-based descriptors, their descriptor PRICoLBP is insensitive to the inaccurate shape 

extraction caused by partial damage. That is a common problem in leaf images and in images that 

have noisy background. 

2.5 Symbolic representation of time series 

There are many ways to represent time series, the most common of which are the Discrete Fourier 

Transform (DFT), Piecewise Linear Approximation, Haar Wavelet and Adaptive Piecewise 

Constant Approximation [9]. There are representations that symbolize the time series data, but 

these methods do not allow lower bounding distance measures [9]. Keogh et al. [9] are introducing 

SAX (Symbolic Aggregate approXimation), their approach of symbolic representation of time 

series that allows the low-bounding feature. 
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2.5.1 SAX 

Their procedure takes as input a raw time series and transforms it into the Piecewise Aggregate 

Approximation (PAA) representation, which is a dimensionality reduction technique proposed and 

introduced by Keogh et al. in [31]. Then, they symbolize the PAA representation into a discrete 

string. Their algorithm can offer dimensionality reduction due to the symbolic representation of 

the time series. Additionally, their approach guarantees lower bounding, which means, laconically, 

reducing the computational cost of a search.  

At first, the writers of [9] explain the PAA dimensionality reduction: “to reduce the time series 

from n dimensions to w dimensions, the data is divided into w equal sized “frames”. The mean 

(average) value of the data falling within a frame is calculated and a vector of these values becomes 

the data-reduced representation”, and w as the number of PAA segments representing the time 

series. Secondly, they apply a transformation to achieve discretization, which means that each 

symbol will appear with equal probability. Then, based on the Euclidean distance, which is the 

most common distance measure for time series, they define a function that measure the distance 

between two SAX representations. This distance measure can be calculated by “looking up the 

distances between each pair of symbols, squaring them, summing them, taking the square root and 

finally multiplying by the square root of the compression rate” [9].  

2.5.2 Data mining using SAX 

Keogh et al. [9] tried SAX, implementing some clustering and classification methods and then 

comparing the results with the Euclidean distance and other proposed symbolic approaches.  

The first clustering evaluation they present is hierarchical clustering. In this data mining method, 

the best distance measure is considered as the one which creates the most natural groups to the 

data. They state that “SAX is superior, since it correctly assigns each class to its own subtree” 

because of the “smoothing effect of dimensionality reduction”. The results were very similar with 

those Euclidean distance produced on various datasets.  

In the second method, they perform partitional clustering using the k-means algorithm. They claim 

that working with a symbolic approximation gives better results than working with the raw data.  

They present the results using two classification methods. First, using the nearest neighbor 

classification, SAX beats the Euclidean distance and the other approaches once more. This success 

of SAX “is probably due to the smoothing effect of dimensionality reduction”. Secondly, they 

perform decision tree classification comparing SAX to the Regression Tree (RT) and their results 

were competitive with those of the RT. 

Additionally, the authors claim that their approach can reduce the numerosity of the time series 

data for some applications. Given that the most applications must deal with very long time series, 

they perform sliding window subsequence extraction to extract smaller parts of the SAX word and 

count, for example, how many times a substring appears in the original string. In that way the 

actual length of the string can be reduced by removing the duplicate substrings. Also, the 

occurrences of any removed substring or its position in the original string can be retrieved when 
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needed by sliding to the right and testing to see if the next window is also mapped to the same 

word until the word changes. 

Summarizing, SAX is shown to be competitive with, if not superior to other representations. Keogh 

et al. [9] introduced “the first dimensionality reduction, lower bounding, streaming symbolic 

approach in the literature”.  

2.6 SAX-VSM 

The writers of [11] introduce a time series classification method that is based on Symbolic 

Aggregate approximation (SAX), a symbolic representation of time series, and Vector Space 

Model (VSM), which uses TF⁎IDF (TF: term frequency and IDF: inverse document frequency) 

weighting scheme. Vector space model is the representation of a set of documents as vectors in a 

common vector space [39]. They propose an alternative to nearest-neighbor algorithm (1NN) that 

covers the disadvantages of 1NN. SAX-VSM can learn from a small training set, has a low 

computational complexity and high understandability.   

Their algorithm commences using SAX to transform the original time series data from the given 

training dataset into combined collections of words, referred to as bags of words. Each class 

corresponds to a bag of words. They use the sliding window method that is proposed in [9] to 

extract overlapping subsequences and convert them to SAX words. To obtain the bag of words 

representation of the original time series, they are placing the SAX words in a collection unordered. 

Then, the algorithm continues transforming these collections of words into class-characteristic 

vectors using the TF⁎IDF weighting scheme. Applying the TF⁎IDF scheme, the result is a TF⁎IDF 

weight matrix, whose rows correspond to all SAX words found in all classes and each column 

indicates a class of the training dataset. This matrix is usually sparse, because the SAX words of 

one class do often not appear in other classes.  

During the next step, the algorithm transforms the unlabeled time series into SAX words and then 

into a term frequency vector, as in the training phase. Using cosine similarity, SAX-VSM 

computes the values between the term frequency vector of the unlabeled data and the TF⁎IDF 

weight vectors. The class of the unlabeled time series is the one whose vector yields the maximal 

cosine similarity value. 

The algorithm was tested in various datasets in order to discover the best corresponding patterns. 

The authors present the advantages and superiority of their approach and their results on [11] by 

applying SAX-VSM in various datasets that contain time series. They show how their algorithm 

had discovered the best characteristic subsequences from each given time series dataset. The 

discovered patterns aligned exactly with previous work on each dataset.  
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3 DIGITAL IMAGE PROCESSING 

3.1 Introduction 

In image processing, an image can be defined mathematically by the two-dimensional function f(x, 

y), where x and y are the two spatial coordinates. A digital image has finite number of elements 

which have a specified position and intensity. These picture elements are defined as pixels [12]. 

When an image is acquired from a digital camera, waves/signals are transferred from one part of 

the system to the other, and considering this, in image processing the image is considered a signal. 

There are colored, grayscale and binary images. A grayscale image has intensities that correspond 

to different levels of gray. A binary image has only two intensity values, one and zero. A colored 

image can have various formats. A commonly used format for colored images is RGB (red, green, 

blue) which has three vectors, one for each color component, and each pixel of the image is 

represented by three intensity values, one for each color. Another similar format is CMY (cyan, 

magenta, yellow) that is used mostly in printers. People do not describe a color shade based on the 

percentages of the fundamentals colors (red, green, blue) but referring to its hue, saturation and 

intensity. That’s why the HIS (or also called HSL by hue, saturation, luminance) format is a very 

helpful color model in image processing.  

A lot of popular applications (like social media and messaging applications) use color 

transformations and tone corrections to improve the appearance of an image. Some color 

transformations can be achieved by processing the histogram of the image for image enhancement 

and segmentation. A histogram is a graph that shows how many pixels of the image correspond to 

each different intensity value found in that image. With histogram equalization in RGB or HSI 

color space we can achieve darker or brighter images, with high or low contrast [12].   

3.2 Filtering 

In signal processing we filter signals to remove unwanted frequencies. A filter can let low values 

of frequency to pass and block frequencies above a specified value, or vice versa. In image 

processing, filtering can be performed in the frequency domain or in the spatial domain. Filters 

can be used to remove noise and smooth or blur images. Noise is very common in images, due to 

various random information that are produced when the image is captured. There are different 

types of noise, such as Gaussian, salt-and-pepper, Poisson and speckle [13]. In spatial domain, we 

move the filter from point to point in an image, usually from one “neighborhood” of a certain size 

to another. Additionally, an average image can be found to reduce noise of the original image [12]. 

Image averaging is very important in astronomy since the insufficient light causes noise in the 

captured images, rendering them useless for analysis. 

A smoothing spatial filter, also called averaging or low-pass filter, can be applied to remove small 

details in an image, or extract objects (blurring) and bridge gaps in line or curves using filter masks. 

A sharpening spatial filter, or high-pass filter can help to enhance or highlight a detail of the image 
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that has been blurred. Image sharpening is applied to medical imaging, electronic printing, 

industrial inspection [12]. Additionally, there are spatial linear and non-linear filters that can be 

implemented to reduce noise, but in general, linear filters are used to suppress noise [13].  

To sharpen an image, one can use isotropic filters, “a discrete formulation of the second-order 

derivative and then constructing a filter mask based on that formulation” as the authors of [12] 

says. The simplest isotropic derivative linear operator is the Laplacian and applying it in an image 

can increase the contrast at some locations of the image and enhance small details. For 

enhancement, the first derivatives can also be implemented using the magnitude of the gradient. 

The gradient is used often in industrial inspection for defects detection.  

Filtering in spatial domain can also be implemented with the mean, median and the Wiener filter. 

Mean filter, or average, is a linear filter that replaces the values of the pixels of a neighborhood 

with the mean value of the pixels of the neighborhood. Median filter is a non-linear filter that is 

most often used for noise reduction and edge detection. It is very effective in the presence of salt-

and-pepper noise [12]. Median first sorts the values of each neighborhood numerically and 

replaces all the pixels with the middle value of the sorted pixels [13]. 

In frequency domain, smoothing can be implemented with three types of low-pass filters: the ideal 

low-pass filter, the Butterworth low-pass filter and the Gaussian low-pass filter. Similarly, there 

are three types of sharpening frequency domain (high-pass) filters: the ideal, the Butterworth and 

the Gaussian high-pass filters. Laplacian can also be implemented in frequency domain and the 

results are identical [12]. 

In frequency domain, one-dimensional or two-dimensional Fourier Transform and its Inverse can 

also be used to process images. The Fourier transform F(u) of a continuous function f(x) of one 

variable, is defined by the equation:  

𝐹(𝑢) = ∫ 𝑓(𝑥)𝑒−𝑗2𝜋𝑢𝑥 𝑑𝑥

∞

−∞

   (Eq. 2) 

where, 𝑗 = √−1. Given the F(u), we can obtain the f(x) by means of the inverse Fourier transform 

that is given by the equation 

𝑓(𝑥) = ∫ 𝐹(𝑢)𝑒𝑗2𝜋𝑢𝑥 𝑑𝑢

∞

−∞

   (Eq. 3) 

The discrete Fourier transform (DFT) is also significant. The Fourier transform of a discrete 

function of one variable, f(x), where x = 0,1,2,…,M – 1, is defined by the equation 

𝐹(𝑢) =
1

𝑀
∑ 𝑓(𝑥)𝑒−𝑗2𝜋𝑢𝑥/𝑀

𝑀−1

𝑥=0

      for 𝑢 = 0,1,2, … ,𝑀 − 1.   (Eq. 4) 

Similarly, we can obtain f(x) given F(u), using the inverse DFT 
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𝑓(𝑥) =
1

𝑀
∑ 𝐹(𝑢)𝑒𝑗2𝜋𝑢𝑥/𝑀

𝑀−1

𝑢=0

      for 𝑥 = 0,1,2, … ,𝑀 − 1.   (Eq. 5) 

The two-dimensional Fourier transform of a discrete function of two variables is defined as 

𝐹(𝑢, 𝑣) =
1

𝑀𝑁
∑ ∑ 𝑓(𝑥, 𝑦)𝑒−𝑗2𝜋(

𝑢𝑥
𝑀

+
𝑢𝑦
𝑁

)

𝑁−1

𝑦=0

𝑀−1

𝑥=0

   (Eq. 6) 

And its inverse as 

𝑓(𝑥, 𝑦) = ∑ ∑ 𝐹(𝑢, 𝑣)𝑒𝑗2𝜋(
𝑢𝑥
𝑀

+
𝑢𝑦
𝑁

)

𝑁−1

𝑣=0

   

𝑀−1

𝑢=0

(Eq. 7) 

DFT has become a significant procedure in signal and image processing because of the Fast Fourier 

Transform (FFT), which has a low computational cost compared to DFT and other operations [12]. 

Information extraction from images can also be performed with correlation and convolution. Both 

are operations in which each output pixel is the weighted sum of neighboring input pixels. More 

specifically, correlation is an operation in which, by sliding a filter in the image to have a different 

center element each time, it multiplies the corresponding pixels with the filter components (the 

weights in the correlation kernel). In the end, it sums the individual products. The difference 

between these two operations is that, in convolution the convolution kernel (the filter) is rotated 

180 degrees.  

The discrete convolution of two functions 𝑓(𝑥, 𝑦) and ℎ(𝑥, 𝑦) of size M × N is denoted by 𝑓(𝑥, 𝑦) ∗
 ℎ(𝑥, 𝑦) and is defined by the expression 

𝑓(𝑥, 𝑦) ∗  ℎ(𝑥, 𝑦) =
1

𝑀𝑁
∑ ∑ 𝑓(𝑚, 𝑛)ℎ(𝑥 − 𝑚, 𝑦 − 𝑛)

𝑁−1

𝑛=0

   (Eq. 8)

𝑀−1

𝑚=0

  

The correlation of two functions 𝑓(𝑥, 𝑦) and ℎ(𝑥, 𝑦) is defined as 

𝑓(𝑥, 𝑦)   ⃘ ℎ(𝑥, 𝑦) =
1

𝑀𝑁
∑ ∑ 𝑓(𝑚, 𝑛)ℎ(𝑥 − 𝑚, 𝑦 − 𝑛)   

𝑁−1

𝑛=0

(Eq. 9)

𝑀−1

𝑚=0

  

3.3 Image processing techniques 

In this chapter, the image processing techniques and operations that were applied in 

implementation will be presented. MATLAB was used as computing environment, so some 

MATLAB functions and operations will be analyzed.  

An image can be rotated and resized in order to serve the needs of the researcher and improve the 

visual appearance of an image [17]. A rotation operator “performs a geometric transform which 
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maps a position (x1, y1) of a picture element in an input image onto a position (x2, y2) in an output 

image by rotating it through a user-specified angle θ about an origin Ο” as has been mentioned in 

[17]. 

In MATLAB, there is a function that can convert the RGB values of an image to corresponding 

grayscale values by forming a weighted sum of the R, G and B components same as in Eq. 1: 

0.2989 ∗ 𝑅 + 0.5870 ∗ 𝐺 + 0.1140 ∗ 𝐵  

These coefficients are identical to those used to calculate luminance (E'y) in Recommendation 

ITU-R BT.601-7 [14] using this formula: 

0.299 ∗ 𝑅 + 0.587 ∗ 𝐺 + 0.114 ∗ 𝐵   (Eq. 10)  

Most applications that implement a similar procedure, use the above equation to convert an RGB 

image to grayscale.  

To convert a grayscale image to binary, one can use thresholding. MATLAB has a function that 

thresholds the input image using either Otsu’s method [15] or using real-time adaptive thresholding 

[16]. A threshold is a specific value that is used as comparison to check if the given value exceeds 

it or not. The purpose of thresholding in image processing is to classify the pixels of an image as 

“dark” or “light” as is mentioned in [16]. Thresholding provides an easy way to separate regions 

of interest in an image from the background (segmentation) [17]. 

3.4 Morphological operations 

Very common in image processing is the utilization of morphological operations. The 

morphological operators often take as input a binary image and a structuring element, and process 

objects in the image based on characteristics of the shape of the element. They can also brighten 

the image or even reduce noise. The final output is another binary image [17]. There are many 

morphological operations, like erosion, dilation, closing, opening, thinning and thickening [18].  

Dilation is the morphological operation that enlarges regions in an image and it is mostly used to 

fill holes within those regions.  

Erosion is used to shrink regions of an image, so the boundaries erode and the holes in those 

regions are enlarged.  

Opening works like erosion and is used to remove boundary pixels from the edges of regions, thus 

it preserves the foreground regions of interest and eliminates all the other regions of foreground.  

Closing, on the contrary, is like dilation and enlarges the boundary regions in an image, thus it 

preserves the background regions of interest while eliminating all the other background regions.  

Another morphological operator is Hit-and-Miss Transform, which takes as inputs a binary image 

and a structuring element and is used to look for the pattern of the structuring element in the input 

image.  
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Thinning is mostly used for edge detection and is related to the hit-and-miss transform. It takes as 

input a structuring element and tries to translate and match this element in the image to remove 

foreground pixels.  

Thickening has as output an image that contains the input image and any additional foreground 

pixels determines by the input structuring element [18].  

3.5 Segmentation 

Segmentation, as was mentioned above, is the operation that separates regions in an image. This 

operation is very significant in image processing since many applications require the extraction or 

identification of objects that the image contains. In plant classification specifically, it is needed to 

extract objects, the leaf or the background of the image for example, to use them then in 

classification methods. Segmentation can be implemented using intensity thresholding [17], 

separating the foreground of an image based on the foreground intensity values that are different 

from the intensity values of the background. This kind of procedure, is effective mostly in images 

that have a distinct foreground and background. Put differently, when the histogram of the image 

has well defined peaks, the segmentation using thresholding can have good results. If this is not 

the case, a simple thresholding cannot guarantee a good segmentation and adaptive thresholding 

may be a better solution [17]. 

3.6 Edge detection 

Edge detection is also a very significant operation in segmentation and image processing in 

general. Edges can be identified by the high intensity contrast in an image. Representing an image 

based on its edges can remarkably reduce the amount of data in the image, without losing important 

information. Due to the high intensity values of the edges, calculating the first and second 

derivatives of the image can highlight them and become more clear and distinct. The gradient edge 

detection is widely used and there are several kernels (also known as masks or small matrices) 

used as gradient edge detectors such as the Sobel, Roberts and Prewitt operators [17]. 
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4 TIME SERIES DATA MINING 

4.1 Preprocessing time series data 

Before we begin processing our dataset, we should define our type of classification problem. It is 

easy to classify data into one or two classes (binary classification), but when the dataset is 

categorized into more than two classes, we have to deal with multiclass classification.  

4.1.1 One-against-All 

Multiclass classification is a common problem in data mining and machine learning. The most 

common solution to this problem is the one-versus-all (OvA, or one-against-all) approach [25]. 

One can simply classify among K binary classes instead of K classes. Specifically, for K classifiers, 

the kth classifier is trained with the its samples as positive samples and the other K – 1 classifiers 

are trained with their samples as negative samples [26]. When testing an unknown example, the 

classifier that produces the maximum score wins and the example is characterized with the 

predicted, corresponding class label [26]. In other words, one-against-all method divides our 

problem into several sub-problems, in order to manage them methodically and to implement the 

preferred methods more easily. Implementing this technique in a multiclass classification can 

improve the results of a classification (accuracy, recall, precision) and reduce the program’s 

runtime. 

4.1.2 Time series normalization 

To classify time series, we need to measure the distance and similarity between them with the 

preferred measurements, and to do so we must first preprocess the time series. Sometimes, two 

time series can be identical, with similar peaks and shapes but can have different offsets in the Y-

axis, which can be a problem when measuring the distance between them [19]. The time series 

may seem the same, but the distance between them will show that they are very different. 

Therefore, time series normalization is a significant step in their analysis. The two time series must 

be shifted to the same offset and the distance will reveal the true similarity between them [19].  

In this thesis, Z-score normalization was implemented in the raw time series data. Shalabi et al. 

[21] compared three normalization methods to preprocess data that will be used for data mining. 

Z-score normalization datasets gave one of the minimum number of leaf nodes (simplicity), high 

accuracy and short training time (tree growing time), but the preferred one was min-max 

normalization. Z-score normalization was also proposed as normalization technique in time series 

by Vlachos in [22] and by Senin and Malinchik in [11].  In z-normalization the values of a time 

series Q of length N are normalized based on the mean and standard deviation of Q. A value x of 

Q is normalized to x’ by the equation: 

𝑥𝑖
′ =

𝑥𝑖 − 𝑄̅

𝜎𝑄
         for 𝑖 = 1,2, … , 𝑁   (Eq. 11) 

where 𝑄̅ is the mean value of the time series Q and 𝜎𝑄 is the standard deviation of Q. 
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4.1.3 Dimensionality reduction techniques 

Dimensionality reduction is also a very important for a dataset or database of time series due to 

high dimensionality of this type of data. For this reason, it is recommended to implement 

representation (decomposition) techniques that can reduce the dimensionality, thus the 

computational and storage cost, without losing significant information that describe the data.  

Time series can be decomposed into sum of sine waves (coefficients which are the discrete Fourier 

transform of the time series) using Fourier analysis [20, 22]. This way we gain space (information 

reduction and compression), energy, lower computational cost and we can achieve a smoothed out 

result [22]. The Discrete Fourier transform (DFT) is a very common representation technique. The 

equation of DFT and its inverse have been mentioned above. Given the number of the coefficients 

we choose to compress the data, the loss of information is proportional. 

First, we implement DFT (or FFT) in the original data and then decide how many coefficients of 

the transform we will keep. When we decompose a time series choosing a small number of 

coefficients (e.g. 2 or 5), the output time series is a curve that does not carry much information and 

is not similar with the original time series. On the contrary, using 20 or 40 coefficients, the output 

time series is very similar to the original, without losing important information. After choosing the 

desired number of coefficients, the transform must be reconstructed using the Inverse Discrete 

Fourier transform (IDFT) in order to have the final result. 

Another dimensionality reduction technique is Singular Value Decomposition (SVD) and this 

procedure was implemented in this thesis to reduce the dimensionality of the matrix that contains 

the raw time series data. SVD is a global transformation. Specifically, this technique examines the 

entire data set and then rotates it in a way that the first axis has the maximum possible variance, 

the second axis has the maximum possible variance orthogonal to the first axis, the third axis has 

the maximum possible variance orthogonal to the first two axis, etc. [23]  

Using linear algebra, a real matrix A can be factorized into a product of three matrices. Given an 

m x n matrix X and a rank r (the number of linearly independent rows or columns), the equation 

for singular value decomposition of X according to [24] is the following: 

𝑋 = 𝑈𝑆𝑉𝑇   (Eq. 12) 

where U is an m x n matrix, S is an n x n matrix and 𝑉𝑇 is an n x n matrix. The columns of U are 

called the left singular vectors, {𝑢𝑘}, and form an orthonormal basis, so that 𝑢𝑖·𝑢𝑗  = 1 when i = j, 

and 𝑢𝑖·𝑢𝑗  = 0 otherwise. The rows of 𝑉𝑇are called the right singular vectors, {𝑣𝑘}, and form an 

orthonormal basis for the gene transcriptional responses. The elements of S are only nonzero on 

the diagonal, and are called the singular values. For dimensionality reduction, we are interested in 

the 𝑔𝑖 transcriptional response gene. The SVD equation is a linear combination of the eigengenes 

{𝑣𝑘} for 𝑔𝑖 and is defined by 

𝑔𝑖 = ∑ 𝑢𝑖𝑘𝑠𝑘𝑣𝑘

𝑟

𝑘=1

    for 𝑖 = 1, … ,𝑚.   (Eq. 13) 
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The ith row of U, 𝑔𝑖′ contains the coordinates of the 𝑖𝑡ℎ gene in the coordinate system (basis) of 

the scaled eigengenes, 𝑠𝑘𝑣𝑘. If 𝑟 < 𝑛, the transcriptional responses of the genes may be captured 

using a reduced number of variables, using gene 𝑔𝑖′ instead of 𝑔𝑖. This procedure can be 

implemented for dimensionality reduction [24].  

In this thesis the data science software platform RapidMiner was used to implement some 

procedures and operations. RapidMiner has an SVD operator which can remove unnecessary 

attributes that are linearly dependent.  

Lin et al. [31] proposed a promising approach (SAX) for representing time series symbolically that 

allows dimensionality reduction, numerosity reduction and lower bounding [31]. SAX can reduce 

a time series of arbitrary length n to a string of arbitrary length w, with 𝑤 < 𝑛 (typically, 𝑤 ≪ 𝑛). 

The strings have a certain alphabet and it is of arbitrary length a, where 𝑎 > 2.  

SAX uses an intermediate representation called Piecewise Aggregate Approximation (PAA) 

between the raw time series data and the strings. The data are transformed into the PAA by the 

following equation: 

𝑐𝑖̅ =
𝑤

𝑛
∑ 𝑐𝑗

𝑛
𝑤

𝑖

𝑗=
𝑛
𝑤

(𝑖−1)+1

   (Eq. 14) 

where a time series C of length n is represented by the vector 𝐶̅ = 𝑐1̅, … , 𝑐𝑤̅̅ ̅ of length w. The above 

equation calculates the 𝑖𝑡ℎ element of 𝐶̅. The dimensionality reduction is done by dividing the 

original time series into w equal sized “frames” (PAA coefficients). Particularly, “the mean value 

of the data falling within a frame is calculated and a vector of these values becomes the data-

reduced representation” as Lin et al. [31] explain. Additionally, their algorithm contains a z-

normalization of the time series before converting the data to the PAA representation, to have a 

mean of 0 and a standard deviation of 1. Once the time series have been normalized, they have a 

Gaussian distribution and are approximately normal. That can be assured with a normal probability 

plot that indicates an approximate straight line. We need to have an approximately normal time 

series so that the algorithm can produce equally probable symbols and determine the “breakpoints” 

(a sorted list of numbers) that will produce a areas with equal size under a Gaussian curve. 

Specifically, the breakpoints 𝐵 = 𝛽1, 𝛽2, … , 𝛽𝑎−1 in the area under a normal Gaussian curve from 

𝛽𝑖 to 𝛽𝑖+1 to be equal to 1/a, with 𝛽0 and 𝛽𝑎 defined as -∞ and ∞, respectively [31]. After having 

obtained the PAA coefficients and the breakpoints, they compare each coefficient with the 

breakpoints to turn them into symbols. That is, “all PAA coefficients that are below the smallest 

breakpoint are mapped to the symbol “a”, all PAA coefficients that are greater than or equal to the 

smallest breakpoint and less than the second smallest breakpoint are mapped to the symbol “b”, 

etc.” as explained in [31]. Obtaining the PAA approximation 𝐶̅ to a word 𝐶̂, described in an 

equation: 

𝑐𝑖̂ = 𝑎𝑙𝑝ℎ𝑎𝑗       𝑖𝑓𝑓      𝛽𝑗−1 ≤ 𝑐𝑖̅ < 𝛽𝑗    (Eq. 15) 

where 𝑎𝑙𝑝ℎ𝑎𝑗 the 𝑗𝑡ℎ element of the alphabet and the word 𝐶̂ = 𝑐1̂, … , 𝑐𝑤̂.  
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4.2 Distance and similarity measures 

Once the dataset has been processed and analyzed, we must define a distance measure we want to 

implement, to compare the time series data. This way, we can then proceed to the classification 

and mining of the time series.  

4.2.1 Euclidean distance 

As mentioned in [27], Euclidean distance is the most straightforward similarity measure for time 

series. This similarity measure is easy on implementation and can work well on large datasets or 

databases [27]. On the contrary, Euclidean distance is sensitive to noise and to small variations in 

the time axis [28]. We can calculate the distance between two time series Q and C of length n using 

the Euclidean distance (ED): 

𝐸𝐷(𝑄, 𝐶) = √∑(𝑞𝑖 − 𝑐𝑖)2

𝑛

𝑖=1

   (Eq. 16) 

where 𝑄 = 𝑞1, 𝑞2, … , 𝑞𝑖 , … , 𝑞𝑛 and 𝐶 = 𝑐1, 𝑐2, … , 𝑐𝑖, … , 𝑐𝑛 [29].  

4.2.2 Dynamic time warping 

In order to have a more accurate result in small data sets, we can use Dynamic Time Warping 

(DTW) [27]. This similarity measure is superior over the Euclidean distance because it can define 

the true distance and similarity between two time series. DTW is based on the Euclidean distance. 

According to [30], suppose we have two time series Q and C of length n and m respectively, where:  

𝑄 = 𝑞1, 𝑞2, … , 𝑞𝑖, … , 𝑞𝑛  and  𝐶 = 𝑐1, 𝑐2, … , 𝑐𝑗 , … , 𝑐𝑚 

We construct an n-by-m matrix where the (𝑖𝑡ℎ, 𝑗𝑡ℎ) element of the matrix the distance 𝑑(𝑞𝑖, 𝑐𝑗) =

(𝑞𝑖− 𝑐𝑗)
2 (based on the Euclidean distance) between the two points 𝑞𝑖 and 𝑐𝑗 to align the two 

sequences (time series). Each matrix element (𝑖, 𝑗) corresponds to the alignment between the 

points 𝑞𝑖  and 𝑐𝑗. This alignment in time is determined by a warping path 𝑊 =

𝑤1, 𝑤2, … , 𝑤𝑘, … , 𝑤𝐾 of length K, where max (𝑚, 𝑛) ≤ 𝐾 < 𝑚 + 𝑛 − 1, which is “a contiguous 

set of matrix elements that defines a mapping between Q and C”, as defined by [30]. The warping 

path must start and finish in the “diagonally opposite corner cells of the matrix” [30], thus 𝑤1 =

(1,1) and 𝑤𝐾 = (𝑚, 𝑛). Additionally, the allowable steps in the warping path to adjacent cells 

have the following restriction: for 𝑤𝑘 = (𝑎, 𝑏) then 𝑤𝑘−1 = (𝑎′, 𝑏′) where 𝑎 − 𝑎′ ≤ 1 and 𝑏 −
𝑏′ ≤ 1.  

Finally, the points in the warping path must be monotonically spaced in time, and thus given a 

point 𝑤𝑘 = (𝑎, 𝑏), then 𝑤𝑘−1 = (𝑎′, 𝑏′) where 𝑎 − 𝑎′ ≥ 0 and 𝑏 − 𝑏′ ≥ 0. There are many 

possible warping paths, but we choose the one that follows the above three restrictions and 

minimizes the warping cost, which is: 
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𝐷𝑇𝑊(𝑄, 𝐶) = 𝑚𝑖𝑛 {
√∑ 𝑤𝑘

𝐾
𝑘=1

𝐾
⁄    (Eq. 17) 

“The K in the denominator is used to compensate for the fact that warping paths may have different 

lengths”, as [30] is mentioning. Using dynamic programming, the path can be found as: 

𝛾(𝑖, 𝑗) = 𝑑(𝑞𝑖 , 𝑐𝑗) + min{𝛾(𝑖 − 1, 𝑗 − 1), 𝛾(𝑖 − 1, 𝑗), 𝛾(𝑖, 𝑗 − 1)}   (Eq. 18) 

The above iterative method defines “the cumulative distance 𝛾(𝑖, 𝑗) as the distance 𝑑(𝑖, 𝑗) found 

in the current cell and the minimum of the cumulative distances of the adjacent elements” [30]. 

Summarizing, Euclidean distance may be equally efficient and sometimes better in large datasets, 

but DTW is far more accurate in small datasets. However, the computational cost of DTW is 

higher, thus a single DTW calculation it has a time complexity of O(nw) compared to the Euclidean 

that has a time complexity of O(n) [27].   

4.2.3 MINDIST 

In [31] Lin et al. proposed a distance measure for their symbolic approach for representing time 

series, that is based on the Euclidean distance. Given two time series Q and C of length n and their 

PAA representations 𝑄̅ and 𝐶̅ of length w, we can obtain a lower bounding approximation of the 

Euclidean distance using the following equation: 

𝐷𝑅(𝑄̅, 𝐶̅) ≡ √
𝑛

𝑤
√∑(𝑞𝑖̅ − 𝑐𝑖̅)2

𝑤

𝑖=1

   (Eq. 19) 

Then given the words 𝑄̂ and 𝐶̂ that have been generated from the PAA representations, we can 

have the approach of the authors of [31] defined by: 

𝑀𝐼𝑁𝐷𝐼𝑆𝑇(𝑄̂ , 𝐶̂ ) ≡ √
𝑛

𝑤
√∑(𝑑𝑖𝑠𝑡(𝑞𝑖̂, 𝑐𝑖̂)2

𝑤

𝑖=1

   (Eq. 20) 

In [31] they have explained and proved that MINDIST lower-bounds the Euclidean distance. 
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4.3 Data mining tasks 

Most researchers use a certain number of data mining tasks to solve their problems. In this thesis 

we implemented the task called classification. The most common data mining tasks are: 

• Classification 

• Indexing 

• Prediction 

• Clustering 

• Estimation 

• Summarization 

• Anomaly detection 

In classification, the system assigns an unlabeled time series to one of two classes, for binomial 

(binary) classification, or one of many classes, for multiclass classification [9]. The system must 

be trained in order to label the unlabeled data. The goal is to build a model that contains a training 

set that has classified examples for each class that will be applied to unlabeled data to classify 

them [34]. To have this training set, we must split our dataset into two subsets, the training set and 

the testing set. The training set will be used to train our classifier and the testing set will be used 

to validate that the classifier predicts with accuracy. For this purpose, we use cross-validation. One 

type of cross validation is k-fold cross-validation, which splits randomly a dataset D into k mutually 

exclusive subsets 𝐷1, 𝐷2, … , 𝐷𝑘 of approximately equal size. The classifier is applied k times [40]. 

Another type of cross-validation is leave-one-out cross-validation, in which the number of folds is 

equal to the number of the examples in the dataset [41]. So, the classifier is applied once for each 

example, using all the other examples for training and using the selected example for testing [41].  

In the end the classifier must be evaluated by its accuracy, precision and recall. “The accuracy of 

a classier C is the probability of correctly classifying a randomly selected instance” explains the 

author of [40]. In [42], the author presents accuracy as “the fraction of the system’s 

interesting/uninteresting predictions that agree with the user’s assessments”.  

Precision is the performance term that measures the retrieval specificity, which is the proportion 

of the retrieved items that the user judged as relevant/right.  

Recall measures the retrieval coverage, that is “the proportion of the set of relevant items that is 

retrieved by the system” as explained in [42]. 

In indexing, the system can find the most similar time series in the dataset or database to the query 

time series, using a distance/similarity measure [9]. The time series in the database must be 

preprocessed and simplified using some dimensionality reduction technique/compression method 

or a different representation of the time series data. This way, the runtime of the search will be 

lower. The query must also be simplified. A set of time series will be presented as result [22]. 

Faloutsos has presented in [32] an interesting approach of an indexing and feature extraction 

algorithm called GEMINI (GEneric Multimedia INdexIng) which is claimed to have a high speed 

of search, but the accuracy of the results is corresponding to the distance measure [32].  



27 
 

In prediction, the unlabeled data are classified based on predicted values and behaviors [34]. Using 

training examples and historical data for these examples, a model is built to explain the observed 

behavior. Applying the model to current inputs, we have a prediction of future behavior as a result.     

In clustering, the system makes natural groupings (clusters) of the time series in a dataset using a 

similarity or distance measure [9]. Clustering does not rely on predefined classes and examples 

like classification [34].  

In estimation, the system comes up with a value for unknown continuously valued outcomes, such 

as income or height [34]. While classification deals with problems whose answer is yes or no 

(discrete variables), estimation deals with continuous variables, like estimating the number of 

children in a family, a household’s total income or the life expectancy of a person.  

In summarization, the system creates an approximation of a time series Q with n data-points, which 

fits on a single page, a computer screen etc. [9]. 

Finally, in anomaly detection, the system finds anomalies or an “interesting/ unexpected” behavior 

in a time series Q given a model with a “normal” behavior [9]. 

4.4 Data mining algorithms 

4.4.1 k-nearest neighbor (kNN) 

A common and widely used classification algorithm is k-nearest neighbor (kNN), which is easy to 

implement. It classifies the unlabeled data finding groups (clusters) of k examples in the training 

set that are closest to the unlabeled data, and then finds which class in the neighborhood (cluster) 

has the larger number of examples to assign its label to the test data [33]. The model must contain 

a training dataset, a similarity or distance measure to compute the distance between the data, and 

the k value that is the number of nearest neighbors that kNN will use. More specifically, the 

distance of the unlabeled data to the labeled data is computed, then the k-nearest neighbors are 

identified, and the class labels of these neighbors are used to assign the class label of the unlabeled 

data. The k-NN classification algorithm is implemented as follows: 

Given as input a training dataset D of k training objects and a test object 𝑧 = (𝑥′, 𝑦′), where 𝑥′ is 

the data of the test object and 𝑦′ its class, the algorithm computes the distance 𝑑(𝑥′, 𝑥) (or 

similarity) between z and every object (𝑥, 𝑦) ∈ 𝐷, where x is the data of the training object and y 

its class, and selects the set 𝐷𝑧 ⊆ 𝐷 of the k closest training objects to z. Finally, the test object is 

classified based on the majority voting: 

𝑦′ = argmax
𝑣

∑ 𝐼(𝑣 = 𝑦
𝑖
)

(𝑥𝑖,𝑦𝑖)∈𝐷𝑧

   (Eq. 21) 

where 𝑣 is a class label, 𝑦𝑖 is the class label for the 𝑖𝑡ℎ nearest neighbor, and 𝐼(∙) is “an indicator 

function that returns 1 if its argument is true and 0 otherwise” [33]. A better approach instead of 
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majority voting is to weigh its object’s vote by its distance, so we have the weight factor: 𝑤𝑖 =

1 𝑑(𝑥′, 𝑥𝑖)
2⁄  and the last step of the algorithm will be alternated as follows: 

𝑦′ = argmax
𝑣

∑ 𝑤𝑖 × 𝐼(𝑣 = 𝑦
𝑖
)

(𝑥𝑖,𝑦𝑖)∈𝐷𝑧

   (Eq. 22) 

The value k must be chosen wisely, because if it is too large then the cluster may include 

unnecessary examples from other classes. Moreover, building this algorithm’s model may be 

cheap, but has high computational cost. In [33] it is recommended to use the cosine similarity as 

distance measurement to classify documents and avoid the Euclidean distance when our data are 

described with high dimensionality. 

4.4.2 Support vector machines (SVM) 

SVM is one of the most accurate algorithms, and as is analyzed in [33], it works well with high-

dimensional data and it requires few examples for training. In a binary classification problem, 

SVM is able to find the best classification function by maximizing the margin between the two 

classes, to distinguish members of the one class from another in the training dataset. This margin 

“is defined as the amount of separation between the two classes as defines by the hyperplane” [33]. 

In a linear classification function, a hyperplane f(x) is the one “that passes through the middle of 

the two classes, separating them” [33]. A SVM classifier attempts to maximize the following 

function, with respect to 𝑤⃗⃗  vectors and the constant b, which define the hyperplane, to ensure on 

finding the maximum margin hyperplanes 

𝐿𝑃 =
1

2
‖𝑤⃗⃗ ‖ − ∑𝑎𝑖𝑦𝑖(𝑤⃗⃗ ∙ 𝑥𝑖⃗⃗  ⃗ + 𝑏) + ∑𝑎𝑖

𝑡

𝑖=1

𝑡

𝑖=1

   (Eq. 23) 

where t is the number of training examples, and 𝑎𝑖 the Lagrange multipliers and are non-negative 

numbers such that the derivates of 𝐿𝑃, the Lagrangian, with respect to 𝑎𝑖 are zero.  

4.4.3 Decision trees 

Decision trees can be used for both classification and prediction, and are useful for data exploration 

and modeling. The authors of [34] describe a decision tree as a structure that divide a large set of 

records into smaller sets with successive division, by applying decision rules. The small sets (child 

nodes) become more and more like one another, until we reach the root node of the decision tree. 

To build a decision tree, first a record is entered in the root node and then the root node applies a 

question/test to determine which child node the record will meet next. The child node that has been 

selected will apply a test to determine the next child node that will be visited by the record etc. 

until the record arrives to a leaf node. Each leaf node has its unique path to the root node, that is 

an expression of the rule that is used to classify the records. For this reason, many different leaf 

nodes may make the same classification, but for different reasons. A decision tree grows by 

repeatedly splitting the data into smaller sets, according to a function of a single input field, in a 

way that each new level of the tree (each new generation of nodes) has greater purity than its 

ancestors with respect to the binary, categorical variable. The input field that has been chosen must 



29 
 

make the best split, which is a split that separates the records into groups in which a single class 

predominates, that increases the purity of the groups and that creates nodes of similar size. For 

estimation, it is better to use regression trees, that are more suitable for continuous variables [34]. 

Note that, regression is the process that using one value of a pair of correlated variables X and Y, 

predicts the other value of the pair [34]. 

4.4.4 Random forests 

Random forests are an improved approach where a set of growing trees vote for the most popular 

class [35]. So, a random forest is a classifier that contains tree-structured classifiers {ℎ(𝑥, 𝛩𝑘),

𝑘 = 1,… , }, where 𝛩𝑘  is a random vector, independent of its past random vectors, but with the 

same distribution, and 𝑥 is an input vector (a set of random trees). Each tree classifier will vote for 

the most popular class at the input vector 𝑥. A margin function measures the area to which the 

average number of votes for the right class at the random vector X, Y exceeds the average vote for 

any other class. “The larger the margin, the more confidence in the classification” [35]. The margin 

function given a group of classifiers ℎ1(𝑥), ℎ2(𝑥),…, ℎ𝐾(𝑥) and a training set drawn at random 

from the distribution of the random vector X, Y, is defined by: 

𝑚𝑔(𝑋, 𝑌) = 𝑎𝑣𝑘𝐼(ℎ𝑘(𝑋) = 𝑌) − 𝑚𝑎𝑥𝑗≠𝑌𝑎𝑣𝑘𝐼(ℎ𝑘(𝑋) = 𝑗)   (Eq. 24) 

where I(∙) is the indicator function. Also, the generalization error is defined by: 

𝑃𝐸∗ = 𝑃𝑋,𝑌(𝑚𝑔(𝑋, 𝑌) < 0)   (Eq. 25) 

where the subscripts X, Y indicate that the probability is over the X, Y space. So, for a random 

forest, the margin function is defined by: 

𝑚𝑟(𝑋, 𝑌) = 𝑃𝛩(ℎ(𝑋, 𝛩) = 𝑌) − 𝑚𝑎𝑥𝑗≠𝑌𝑃𝛩(ℎ(𝑋, 𝛩) = 𝑗)   (Eq. 26) 

Random forests are accurate for classification and regression when the right kind of randomness 

(bagging, random features, etc.) is chosen [35].  

4.4.5 Gradient boosting machines or gradient boosting/boosted trees 

Gradient boosting trees is a robust method that requires little data preprocessing and adjustment of 

parameters. It is an iterative algorithm that combines functions with high prediction error to 

produce a high accuracy prediction rule [36] minimizing the squared-error [37]. In other words, 

gradient boosting is an ensemble of either classification or regression tree models. The goal of the 

gradient boosting machines algorithm is to reconstruct the unknown functional dependence 𝑥
𝑓
→ 𝑦 

from a training dataset (𝑥𝑖 , 𝑦𝑖), for 𝑖 = 1,… ,𝑁, with our estimate 𝑓(𝑥) such that the chosen loss 

function 𝛹(𝑦, 𝑓) is minimized (where 𝑥𝑖 = (𝑥1, … , 𝑥𝐾) an input vector and 𝑦𝑖 its class label, and 

the chosen base-learner ℎ(𝑥, 𝜃)) [38]. So, the algorithm starts initializing [36, 38]: 

𝑓(𝑥) = 𝑦, 𝑓(𝑥) = argmin
𝑓(𝑥)

𝛹(𝑦, 𝑓(𝑥))   (Eq. 27) 

At each iteration t, 1 ≤ 𝑡 ≤ 𝑇, the algorithm computes the negative gradient 𝑔𝑡(𝑥𝑖), for 𝑖 =
1, … , 𝑁, as the following and chooses a new base-learner function ℎ(𝑥, 𝜃𝑡) [36, 38]: 
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𝑔𝑡(𝑥𝑖) = − [
𝜕𝛹(𝑦𝑖 , 𝑓(𝑥𝑖))

𝜕𝑓(𝑥𝑖)
]
𝑓(𝑥)=𝑓𝑡−1(𝑥)

        for 𝑖 = 1,… ,𝑀.   (Eq. 28) 

Then, the algorithm finds the best gradient step-size 𝜌𝑡: 

 𝜌𝑡 = argmin
𝜌

∑𝛹[𝑦𝑖, 𝑓𝑡−1̂(𝑥𝑖) + 𝜌ℎ(𝑥𝑖 , 𝜃𝑡)]

𝑁

𝑖=1

   (Eq. 29) 

The output of the algorithm is: 

𝑓𝑡̂(𝑥) = 𝑓𝑡−1̂(𝑥) + 𝜌𝑡ℎ(𝑥, 𝜃𝑡)   (Eq. 30) 

According to the research of the authors of [38], the algorithm provided excellent accuracy at 

solving classification and regression problems and is easy on model application [36].  

4.4.6 Naive Bayes 

Naive Bayes is a comprehensible classification method using the Bayes’ theorem for solving 

supervised classification problems and it is very important due to its simplicity to be built and its 

fast application on huge datasets [33]. Given a training set with labeled examples categorized in 

two classes i = 0, 1, we construct a score/threshold t that, if an unlabeled instance has larger score 

than the threshold, it is associated with objects from class 1, otherwise (if the score is smaller than 

the threshold) with objects from class 0. According to [33], we define 𝑃(𝑖|𝑥) to be the probability 

that an object with vector of variables 𝑥 = 𝑥1, … , 𝑥𝑝 of length p belongs to the class i. Using 

elementary probabilities “we can decompose 𝑃(𝑖|𝑥) as proportional to 𝑓(𝑥|𝑖)𝑃(𝑖), where 𝑓(𝑥|𝑖) 

is the conditional distribution of x for class i objects, and 𝑃(𝑖) is the probability that an object will 

belong to class i if we know nothing further about it”. So, for this problem a suitable ratio/score 

would be: 

𝑃(1|𝑥)

𝑃(0|𝑥)
=

𝑓(𝑥|1)𝑃(1)

𝑓(𝑥|0)𝑃(0)
   (Eq. 31) 

Naive Bayes assumes that the components of the vector x are independent, so: 

𝑓(𝑥|𝑖) = ∏∏𝑓(𝑥𝑗|𝑖) 

𝑝

𝑗=1

  (Eq. 32)

1

𝑖=0

 

Given the independence assumption, the ratio of Eq. 31 can become: 

𝑃(1|𝑥)

𝑃(0|𝑥)
=

∏ 𝑓(𝑥𝑗|1)𝑃(1) 𝑝
𝑗=1

∏ 𝑓(𝑥𝑗|0)𝑃(0) 𝑝
𝑗=1

=
𝑃(1)

𝑃(0)
∏

𝑓(𝑥𝑗|1)

𝑓(𝑥𝑗|0)

𝑝

𝑗=1

   (Eq. 33) 

We want to produce a ratio which is monotonically related to 𝑃(𝑖|𝑥), and so we take the logarithms 

of Eq. 33 and in the end, we have the following: 
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ln
𝑃(1|𝑥)

𝑃(0|𝑥)
= ln

𝑃(1)

𝑃(0)
+ ∑ln

𝑓(𝑥𝑗|1)

𝑓(𝑥𝑗|0)

𝑝

𝑗=1

   (Eq. 34) 

The naive Bayes model is widely used for text classification and is very effective.  
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5 INFORMATION RETRIEVAL TECHNIQUES 

5.1 Introduction 

Based on [39], information retrieval, as a field of study, is finding an answer to a query from inside 

large collections of data. Usually, the system finds text documents that satisfy the information need 

(what the user needs to know) from databases stored in computers. We deal with Boolean retrieval 

models, in which we can pose any query with terms that are combined with Boolean expressions, 

such the operators AND, OR and NOT. These models view each document as a set of words.  

A document can be a book or a chapter of a book, and many of them compose a collection that 

will be used to retrieve data from. Boolean queries retrieve a set of matching documents, but in 

case of large document collections, a score needs to be determined for each document, that 

represents how good of a match is each document for the query. Therefore, a document that 

mentions a term of the query more often than the other documents must receive a higher score.  

5.2 TF-IDF weighting 

To find the score of each document in a collection, we have to assign a weight to each term in the 

document depending on the term(s) of the query [39]. This weight depends on the number of 

occurrences of each term in the document. This weighting scheme is called term frequency. Term 

frequency is denoted as 𝑡𝑓𝑡,𝑑 and is the total number of occurrences of a term t in a document d. 

But we need another feature for each term, to examine if the term is important enough in respect 

to all the documents of the collection. Hence, the document frequency (𝑑𝑓𝑡) is calculated. It is the 

number of the documents that contain a term t. Then, the weight of a term can be calculated using 

its df and the inverse document frequency (idf) of a term t can be defined by the equation: 

𝑖𝑑𝑓𝑡 = log
𝑁

𝑑𝑓𝑡
   (Eq. 35) 

where N is the total number of documents in a collection. So, we can say that a term is rare if its 

idf is high, and if the term is frequent its idf is low. Combining the definitions of term frequency 

and inverse document frequency, we have the following equation: 

𝑡𝑓 − 𝑖𝑑𝑓𝑡,𝑑 = 𝑡𝑓𝑡,𝑑 × 𝑖𝑑𝑓𝑡   (Eq. 36) 

which is the weight of a term t in a document d. TF-IDF is very high when a term is frequent in a 

small collection of documents, lower when a term is rare in a document or occurs in many 

documents, and very low when a term occurs in almost all documents. 
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5.3 Other information retrieval operations 

In contrast to Boolean retrieval that treats each term as a word with a specific order in the 

document, there is another information retrieval model that uses the number of occurrences of each 

term to describe it. This model is called bag of words and ignores the ordering of the words in a 

document, and so, many documents with the same words may seem identical [39]. 

To define the similarity between two documents we compute the cosine similarity [39]. The 

similarity of two documents d1 and d2 is computed by the cosine similarity of their vectors 𝑉⃗ (𝑑1) 

and 𝑉⃗ (𝑑2) as defined by the equation: 

sim(𝑑1, 𝑑2) =
 𝑉⃗ (𝑑1) ∙  𝑉⃗ (𝑑2)

| 𝑉⃗ (𝑑1)|| 𝑉⃗ (𝑑2)|
   (Eq. 37) 

where the numerator represents the inner product of the two vectors and the denominator is the 

product of their Euclidean lengths [39]. The inner product of two vectors 𝑥  and 𝑦  of length M is 

defined as: 

𝑥 ∙ 𝑦 = ∑𝑥𝑖𝑦𝑖

𝑀

𝑖=1

   (Eq. 38) 

and the Euclidean length of a document vector 𝑉⃗ (𝑑) with M components is defined as: 

| 𝑉⃗ (𝑑)| = √∑𝑉𝑖⃗⃗ 
2
(𝑑)

𝑀

𝑖=1

   (Eq. 39) 

Finally, to measure and evaluate the effectiveness of a system in information retrieval, we also 

calculate precision and recall as in classification. According to [39], “precision is the fraction of 

retrieved documents that are relevant” and is defined by: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
#(𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑖𝑡𝑒𝑚𝑠)

#(𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑖𝑡𝑒𝑚𝑠)
= 𝑃(𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡|𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑) 

“Recall is the fraction of relevant documents that are retrieved” [39] and is defined by: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
#(𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑖𝑡𝑒𝑚𝑠)

#(𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠)
= 𝑃(𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑|𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡) 

When an item is retrieved and relevant, it is denoted by tp (true positive), and when an item is 

retrieved but not relevant, it is denoted by fp (false positive). fn (false negatives) denotes the items 

that are relevant and not retrieved, and tn (true negatives) denotes the items that are non-relevant 

and not retrieved. Based on that, we have the following equations of precision, recall and accuracy, 

and the contingency table [39]: 
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 Relevant Nonrelevant 

Retrieved True Positive 

(TP) 

False positives 

(FP) 

Not retrieved False negative 

(FN) 

True negatives 

(TN) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃 𝑇𝑃 +  𝐹𝑃⁄  

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃 𝑇𝑃 +  𝐹𝑁⁄  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 +  𝑇𝑁)/(𝑇𝑃 +  𝐹𝑃 +  𝐹𝑁  +  𝑇𝑁) 
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6 IMPLEMENTATION 

6.1 The dataset 

The implementation was done in MATLAB and RapidMiner. The dataset used is the raw data 

from the research of Wu et el. [4], and contains digital images of leaves from Asia and North 

America. Our dataset contains 50 leaves from each species of the 32 species/plant classes. Each 

image contains the main leaf, without the stem, with a white background. Figures 1 to 4, show 

some examples of leaf images of the raw dataset with their Latin names [4]. Additionally, to have 

more samples, the images have been rotated 90 degrees and -90 degrees, tripling the size of the 

dataset. 

 

Figure 1. Leaf examples from the species “Acer buergerianum”, a species of maple. 

 

 

Figure 2. Leaf examples from the species “Cercis chinensis”, commonly known as Chinese 

redbud. 
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Figure 3. Leaf examples from the species “Cinnamomum japonicum”, commonly known as 

Japanese cinnamon. 

 

Figure 4. Leaf examples from the species “Cedrus deodara”, a species of cedar. 

6.2 Image preprocessing 

The image preprocessing was done in MATLAB. Each leaf image is converted to a time series and 

to do so, an algorithm was used to extract the perimeter of the leaf. Guided by the image 

preprocessing algorithm of [4], the outline of each leaf was extracted successfully. First, the input 

image was resized with the function imresize(), to have image vectors with lower dimensionality, 

making them easier to handle. The final image is 50% smaller than the initial. Secondly, the resized 

image is converted from RGB to grayscale with the function rgb2gray(). Then, the grayscale image 

is converted to binary using im2bw() with a threshold of level 90% (0.9). That means that all the 

pixels of the gray image that are greater than that level were replaced with the value 1 (white) and 

all the other pixels were replaced with the value 0 (black). Next, an average filter was applied for 

smoothing. The filter filled some small holes and eliminated dark spots in the white background. 

Figures 5 and 6, show the corresponding steps on a leaf from species “Acer palmatum”, commonly 

known as Japanese maple. 
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Figure 5. The initial RGB test image (left) and the grayscale image (right). 

 

Figure 6. The initial binary image (left) and the smoothed binary image (right). 

Next, a Laplacian filter was implemented and multidimensional filtering using convolution to 

enhance the image. Finally, the negative of the image was used to define the perimeter of the leaf. 

 

Figure 7. The enhanced image (left) and the final image that show the boundary of the leaf. 

Now, we need to find the center of the leaf in order to calculate the distances from the center to 

each point of the outline of the leaf. The outline contains only black points (value 0) and keeping 

the coordinates of each point, we can find the “center” of the leaf. In the end, using the Euclidean 

distance (Eq. 16), we can measure for every point of the outline its distance from the center. The 

result will be a plot/curve that will be used as time series to describe each leaf. It should be noted 

that the vectors of the leaves, and hence of the time series, had different dimensions because each 

leaf is unique. For this reason, we had to decide a fixed size of the time series to prevent any later 

problems. We decided to keep only 300 points from the perimeter of the leaf and calculate only 
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300 distances from the center of the leaf. This way, the dimensionality is also greatly reduced and 

that will be very useful in when we implement classification algorithms. Figure 8 shows the two 

versions of the time series of the above leaf. This dataset is very appropriate for extracting time 

series from the leaves due to the noticeable foreground and noise-less background. 

 

Figure 8. The time series of the Japanese maple leaf with 1418 points (left) and the 

corresponding time series with 300 points (right). 

6.3 Time series processing 

This step includes the normalization, decomposition and numerosity reduction of the time series. 

Z-normalization was implemented in the time series with Eq. 11 as it was proposed in [11] and 

[22]. In MATLAB this is defined as (X - mean(X))/std(X), where X is the time series from the 

previous step, image preprocessing. Some leaves were identical, but in different levels in the y-

axis, and so, by implementing normalization, we realized that the leaves can be compared more 

accurately and correctly. This was the last step for processing the time series and the data are ready 

to be an input to a classification model. Two classification models were used. One takes as input 

the normalized time series data and the other the time series data represented by SAX strings. For 

the latter, the time series processing had to continue by implementing Fast Fourier Transform and 

its inverse. Figure 12 shows how the distance between two time series has been reduced due to 

normalization, and figure 11 shows the distance between the time series without normalization. To 

test this, we used the Dynamic Time Warping (function dtw() in MATLAB) distance 

measurement. The images and their time series that were used appear in figures 9 and 10. 
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Figure 9. The original image (left) and the corresponding time series (right). 

 

 

Figure 10. The original image (left) and the corresponding time series (right). 

 

 

Figure 11. Comparing the two un-normalized time series with DTW with distance: 5115.9318 
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Figure 12. Comparing the two normalized time series with DTW with distance: 79.928 

We notice that the difference is quite important, so for better results, normalization is necessary. 

We will use the data that have been produced so far to train and test the first classification model 

that handles only time series as inputs. 

We will continue with processing the time series to prepare the data for the second classification 

model. Once the time series were normalized, a Fast Fourier Transform was implemented for 

decomposition of the time series into a sum of sine waves. We kept the first 40 coefficients and 

with Inverse Fast Fourier Transform we reconstructed the signal/time series. In figures 13 and 14 

there is an example of a normalized time series and the corresponding final time series by keeping 

the first 5, 20 and 40 coefficients. 

 

Figure 13. The time series (left) and the decomposed keeping 5 coefficients (right). 
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Figure 14. The decomposed time series keeping the first 20 coefficients (left) and keeping the 

first 40 coefficients (right). 

As we can see, by keeping few coefficients we lose important information and so, keeping the first 

40 coefficients, we achieve data compression without losing important information from the time 

series. Now, we can use the processed time series for the symbolic representation.  

The code that was used to represent the time series as strings, was from the research of Keogh et 

al. [31] who proposed SAX (Symbolic Aggregate approximation). As mentioned in previous 

chapters, the algorithm takes as input the time series, the desired length of the output string and 

the alphabet size. First, it transforms the time series into the desired number of PAA (Piecewise 

Aggregate Approximation) segments with Eq. 14 for dimensionality reduction. Then, “translates” 

the segments/coefficients into symbols using cut points depending on the alphabet size. Note that, 

the algorithm has a restriction in the number of segments. The number of segments must be 

divisible by the data/time series length.  Figure 15 shows the above processed time series converted 

into a PAA representation with alphabet size 3 and 10 coefficients, and the generated symbols 

according to the segments.  

 

Figure 15. The PAA representation of the time series (left) and the symbolic one (right). 
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The symbolic representation is more accurate and with more detail if we use a larger number of 

coefficients. Additionally, when we use a larger alphabet, the strings tend to be less frequent in the 

whole dataset and that is helpful for the classification algorithms afterwards. Figures 16 and 17 

show the symbolic representation of the time series using 50 segments and alphabet size 10. 

 

Figure 16. The PAA representation of the time series with 50 segments and alphabet size 10. 

 

Figure 17. The symbolic representation using 50 segments and alphabet size 10. 
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Figure 18. The PAA representation using 100 segments and alphabet size 10. 

 

Figure 19. The symbolic representation using 100 segments and alphabet size 10. 

 

In the last two figures (18 and 19), we can see the symbolic representation that will be used to train 

and test the classification model. All the time series were converted into strings with length 100 

and with alphabet size 10. As mentioned, we used another two samples of each image, 90 and -90 

degrees rotated versions of it. When the images are rotated 90 and -90 degrees, their time series 

were different, but when rotated 180 degrees the time series were similar. 
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6.4 The classification models 

6.4.1 Introduction 

In this thesis were implemented two classification models in RapidMiner. One takes as data input 

the raw time series from every leaf image of the dataset. All these time series have length 300 and 

are z-normalized. The other classification model takes as input data the strings that have been 

generated with the SAX algorithm. 

6.4.2 Classification with the time series data 

We tested our first model with the k-NN and Gradient Boosted Trees classification methods. Our 

problem is a multi-class classification problem, so we used the one-against-all technique. We did 

not test our model using 32 classes, but only two and we applied the classification model 32 times 

(one for every class) using two classes each time. One class had the label of the current species we 

were testing, and the rest were referred to with the class label “Other”. Additionally, we used an 

operator in RapidMiner that performs dimensionality reduction based on Singular Value 

Decomposition. Without SVD, the k-NN algorithm was extremely slow using both the Euclidean 

distance and Dynamic Time Warping distance. k-NN using DTW distance had the biggest runtime 

followed by k-NN using the Euclidean distance. Gradient Boosted Trees, on the contrary was 

really fast. In the training phase, the 90% of the dataset was used and K-fold cross-validation was 

applied. The model created in the training phase was applied to a test set, the remaining 10% of 

the dataset. Considering accuracy, recall and precision, the classification model was evaluated and 

the best algorithm for our purpose was Gradient Boosted Trees using 100 trees with maximal depth 

5. The average accuracy with Gradient Boosted Trees is 97.58%, the average recall is 50.03% and 

the average precision is 63.07%. Wu et al. [4], extracted certain features from each leaf image from 

their dataset. They used a probabilistic neural network for their classification model and their 

average accuracy is 90.312% [4].  Figure 20 shows the scatter chart for the time series data of each 

class, represented by two variables using Singular Value Decomposition (SVD). 
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Figure 20. The scatter chart that displays the time series of all 32 classes represented by two 

variables generated by SVD. 

 

6.4.3 Classification with the SAX strings 

In this model we used also the one-against-all technique. The model takes as input the strings 

generated by the SAX algorithm that represent the time series. Then, we used an operator in 

RapidMiner that made vectors of four characters from the SAX strings using the TF-IDF scheme. 

Next, an operator assigned weights to the vectors by calculating their relevance based on 

information gain, and another operator selected the vectors that had the top 40 highest weights 

with respect to the input weights. A K-fold cross-validation was implemented as well. Decision 

tree, random forest, support vector machine, gradient boosted trees and naive Bayes were the 

classification algorithms used for testing the model. Decision trees, random forests and SVM were 

very fast but a big disappointment regarding their accuracy, recall and precision. On the contrary, 

gradient boosted trees and naive Bayes gave better results and were very fast. Gradient Boosted 

Trees used 100 trees with maximal depth 5 and achieved an average accuracy of 96.19%, an 

average recall of 62.27% and an average precision of 33.86%. With naive Bayes the average 

accuracy is 69.93%, the average recall 67.04% and the average precision a very low 8.18%. In 

[11], the authors used another leaf dataset and implemented their classification and extraction of 

characteristic patterns model, SAX-VSM that has been analyzed in a previous chapter. Their 

algorithm achieved an accuracy of 89%. Figure 21 shows the scatter chart for the SAX strings data 

of each class, represented by two variables using Singular Value Decomposition (SVD). 
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Figure 21. The scatter chart that displays the SAX words of all 32 classes represented by two 

variables generated by SVD. 
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7 SUMMARY 

The algorithm that was implemented to extract the outline of a leaf image worked successfully for 

all 50 leaves of the 32 species. The outline of each leaf was converted to a unique time series. An 

algorithm was implemented to normalize and process the time series in order to achieve 

dimensionality, numerosity and computational cost reduction. Using SAX, the time series data 

were transformed into unique words. 90% of the data was used for training and the 10% was used 

for testing each model. The models proposed in this thesis achieved an accuracy of 97.58%, using 

the raw time series data, and an accuracy of 96.19%, using time series data represented by SAX 

strings. The recall and precision of each model have room for improvement. 

8 FUTURE WORK 

The research can be improved by adding more examples in the raw dataset and by extracting more 

features that describe a leaf image well. The research can be expanded by adding images with 

noisy background and by implementing an algorithm suitable to extract features from this type of 

images. Additionally, the user interface can be improved upon, to provide the user with results. 

An indexing method can be implemented as well, to predict the class label of the leaf that the user 

wants to know. Finally, the application could be improved by adding functionality to identify 

leaves from images that aren’t part of the dataset. 
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APPENDIX A 

Results of Image preprocessing algorithm 

 

 

Figure A.1: A leaf from Ginkgo biloba (left) and its outline (right) 

 

 

Figure A.2: The above leaf’s time series with 773 points (left) and with 300 (right). 

 

 

Figure A.3: The original leaf image (left) and its perimeter final time series (right). 
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Figure A.4: The original image (left) and the corresponding time series (right). 

 

 

Figure A.5: The original image (left) and the corresponding time series (right). 

 

 

Figure A.6: The original image (left) and the corresponding time series (right). 
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APPENDIX B 

Results of the symbolic representation of the processed time series 

 

 

Figure B.1. A leaf from the species Berberis canadensis, commonly known as American 

barberry, (left) and the corresponding processed time series (right). 

 

Figure B.2. The symbolic representation of the above time series. The result is a string with 100 

characters. 
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Figure B.3. A leaf from the species Kalopanax septemlobus (left) and the corresponding time 

series (right). 

 

Figure B.4. The symbolic representation of the above time series. 
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Figure B.5. A leaf from the species Koelreuteria paniculata (left) and the corresponding time 

series (right). 

 

Figure B.6. The symbolic representation of the above time series. 
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APPENDIX C 

Results from the interactive GUI 

 

Figure C.1. The main screen of the application’s GUI. 

 

Figure C.2. The leaf that user has chosen, appears on the screen. 
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Figure C.3. The perimeter of the chosen leaf appears on the screen. 

 

Figure C.4. A representation of the initial time series appears on the screen. 
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Figure C.5. A representation of the processed time series appears on the screen. 

 

Figure C.6. The symbolic representation of the processed time series appears on the screen. 
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Figure C.7. Another example of the application. 

 

Figure C.8 
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Figure C.9 

 

Figure C.10 
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Figure C.11 
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APPENDIX D 

Implemented methods 

 

 

Figure D.1. A function that takes as input the leaf image and gives as output the leaf’s 

outline. Code copyrighted by Wu et al. [4]. 

 

 

 

Figure D.2. A function that takes as input the outline of the identified leaf and the desired 

dimensionality of the time series that will be produced. The output is the time series. 
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Figure D.3. This function takes as input a time series and process it by normalizing and 

decomposing it. Code copyrighted by Vlachos [22]. 

 

 

Figure D.4.1. A function that converts a time series into a SAX string using the PAA method. 

Code copyrighted by Keogh et al.  
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Figure D.4.2. A function that converts a time series into a SAX string using the PAA method. 

Code copyrighted by Keogh et al.  

 



65 
 

 

Figure D.5.1. A function called timeseries2symbol converts the input time series into a sequence 

of symbols, according to an alphabet size and a desired length of the output string. Code 

copyrighted by Keogh et al. 

 

Figure D.5.2. The timeseries2symbol function. Code copyrighted by Keogh et al. 
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Figure D.5.3. The timeseries2symbol function. Code copyrighted by Keogh et al. 

 

Figure D.5.4. A local function in timeseries2symbol. Code copyrighted by Keogh et al. 


