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NEPIAHWH

Ye avt) ™ SwTpiPn diepevvmvtal Bépata mov GyeTilovTal e TNV KATATUNGN TOV GEAIO®MV Kol
mv e€ay@yn TV TANPOEOPLOV KEWEVOL amd €KOvVeS eyypdowv. Néeg mpooeyyioels yio v
OVTIHETOMIOT TPOPANUATOV Tapovctalovtal Kat, 7o GLYKEKPHEVA, Ho péBodog avdivong
Sdtaéne celdog, o TEYVIKT EVIOTIGUOD KEWEVOD o€ ekdva, Kabde kol évo cvotnuoe word-
spotting kot avaktnong Kewwévov. Avo gpyoleio. AOyGHIKOD avomtoxOnkov pe OKOTO Vo
doKaoTel 1 amdO0oT TOV TPOTEWVOUEVOV aAYopiOU®Y. ATOTEAEGLOTO AETTOUEPDOV TEPAUATMV
TOPOVGLALOVTOL AVOAVTIKA.

10 Kepdhoto 2, mapovcialetor o péBodog yio v KoTdTunon eyypaoav pe oovlern didtaén
(epnuepideg, meplodikd KAm.). Aev eivon amapoitntn kopio yvoon yw T Lopen g ceAidog a
priori. Mop@oioyikoi 1eleotéc epapuolovtal TPOoKEWEVOL v GUVIEBODY YEITOVIKEG TEPLOYES KOl
VO EVTOTIOTOUV OloY®PIOTIKES YPOUUES Kot otnieg. Texvikég aviyvevong meptypappoTog
YPNOUYLOTOLOVVTOL GTI) GLVEXELD Yot TNV EQy®YN TANPOPOPIDOV GYNLATOG Kot TNV TASIVOUN oY TV
GUVOESEUEVOV OVTIKELUEVDV.

210 Kepdioro 3, mpoteivetor o vfpdkn péBodog yio Tov EVIOMIGUO, GE TPOYLATIKO YPOVO,
KEWWEVOD TOL €IVl EVOOUATOUEVO OE €IKOVEG. XLVOLALEL aviyvevon okUdV, HOPPOAOYIKOLG
TEAEOTEG KOl €VOL GUVOAO Kkpumpiov pe Paon yoplkd Kol YEQUETPIKA YOUPOUKTNPLIOTIKG TOV
GUVOEDEUEVOV OVTIKELLEV®V.

210 Kepdhao 4, mpoteivetar o TeXVIKn KatdAAnAn yio v e&aymyn OA®V TV TANPOPOPLOV
KeWwévoy amd &yypago e ovvheteg dwotaéelg. Xuvvovdlel tunpoata ™ peBoddov aviivong
dwtaéng mov mopovctaletor oto Kepdhato 2 pe v ypriyopn ko a&dmiotn pébodo yio tov
EVIOMIOUO KeWWEVOL mov mapovotdleton oto Kepdiao 3. H mpdtn ypnowpomoteiton yio to
SOPICUO TOV TEPIOYDV TNG CEAIDNG OE KEIUEVO KOl EIKOVEG, EVD 1) OEVTEPT YPTCLUOTOLEITOL Y10l
TNV oViYVELOT KEWWEVOL OV UTOPEL VO TEPLEYETOL PLEGO, OTIG ELKOVEG.

Y10 Kepdhawo 5, mpoteiveton éva ovotnua word-spotting, kotdAAnio yio v avalntnon
KEYWEVOD GE EKTUMMUEVES EIKOVEC 10TOPIKOV gyypaemv. To chommuo omlomolel apkeTd T
dwdkacio g ovvnbiouévng mpoodyywong. Aev  mepthapuPdver  katdtunom, eEaymyn
YOPOUKTNPIOTIKOV 1] TaEVOUNoT. Avtifeta, avTLeTOTILEL To EPMTAUATA MG CLUTOYT CYNLLOTO KoL
xpnowomolel teyvikég emefepyociag €KOVAG, TPOKEWWEVOL VO EVTIOMIOTEL £va EPMOTNUN OTIG
EIKOVEC TV EYYPAPOV.

Y10 Kepdioo 6, mpoteiveton o véo TEYVIKN Yy TNV OVAKTNOT KeEWEVOL. AV kol eivon
gumvevopévn amd v texvikn word-spotting mov mapovoidletar oto Kepdiato 5, evromilet
YOPOUKTNPES, YEYOVOG OV KOOIGTA TV OVAKTIOT| O 1GYLPT KOl ETTPENEL T (PTIOT) EPOTIUATOV
GE LOPON KEWWEVOU.

>10 Kepdhawo 7 cuvoyilovtal ta cupmepdopate omd OAo To TPONYOVUEV KEPAANLD, EVD GTA
TPOCOPTAHOTO  OlEPELVAOVTOL TPELG OKOHO  EQPUPUOYEG TOV  TPOTEWVOUEVOV  ohyopiBumv
KOTATUNOMG GEMONG Kot aviyveuong KEWEVOD: KATATUNOT] GEAID®V KOUIKS, EVTOMIOUOS KEYEVOD
0€ PMOTOYPOPIEC KL EVTOTIOUOG KEWWEVOL o€ Pivieo.
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ABSTRACT

In this work various issues related to the segmentation of pages and the extraction of textual
information from document images are investigated. Novel approaches to challenging problems
are presented, namely a layout analysis method, a text localization technique as well as a word-
spotting and text retrieval system. Two software tools have been implemented in order to test the
proposed algorithms. Results of detailed experiments are also shown.

In Chapter 2, a method for the segmentation of complex (newspapers, magazines etc.) layouts is
presented. No a priori knowledge of the page format is needed. Morphological operations are
applied to both the foreground and the background, in order to connect neighboring regions and
detect separator lines and columns respectively. Contour tracing is used for the extraction of
shape information and classification of the connected components.

In Chapter 3, a hybrid method for real-time localization of text embedded in images is proposed.
It combines edge detection, morphological operators and a set of criteria based on spatial and
geometrical features of the connected components.

In Chapter 4, a technique appropriate for extracting all the textual information from documents
with complex layouts is proposed. It integrates the foreground analysis part of the layout
independent method presented in Chapter 2 with the fast and reliable method for text localization
presented in Chapter 3. The first one is used to segment the page in text and image blocks while
the second one is used to detect text that may be embedded inside the images.

In Chapter 5, a classification-free word-spotting system, appropriate for the retrieval of printed
historical document images is proposed. The system skips many of the procedures of a common
approach. It does not include segmentation, feature extraction or classification. Instead it treats the
gueries as compact shapes and uses image processing techniques in order to localize a query in
the document images.

In Chapter 6, a novel technique for text retrieval is proposed. Although, it is inspired by the word
spotting technique presented in Chapter 5, it spots characters, which makes the text retrieval more
robust and permits the text queries.

Chapter 7 summarizes the conclusions from all previous chapters, while in the appendixes three
more applications of the proposed segmentation and text detection algorithms are explored: comic
page segmentation, scene text localization and video text localization.
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CHAPTER 1 - INTRODUCTION

Document images contain invaluable information for our past and, at the same time, they play a
major role in daily life. Large collections of historical documents are constantly scanned and
analyzed by historians and other researchers, while in every office huge amounts of received
documents are continuously encoded for further processing every day. The automatic
segmentation and classification of the document image blocks as well as the extraction of the
textual information is of great importance for all those cases, especially for documents with
complex layouts that cannot be directly processed by Optical Character Recognition (OCR)
systems. Although many techniques have been proposed for the above tasks, the available tools
are far from being fully automated. They often require to manually select or split missing or
overlapping regions respectively. Moreover, the processing time of commercial software packets
is not always acceptable, especially when big datasets are considered.

In this work, the document image segmentation and text localization methods found in the
literature are investigated and solutions for the following problems are being explored:

e Complex layouts (newspapers, journals etc.) can hardly be analyzed by existing methods in
case of multi-modal (various text and background colors in the same page) document
images.

e Segmentation of a page often requires a priori knowledge of the font characteristics (sizes,
spacing etc.) and the page structure (column size, inter-block gaps etc.).

o Although segmentation and localization speed is very crucial in some applications, the
existing software tools don’t perform fast enough.

e Text embedded in frames (banners, logos, photographs, diagrams etc.) cannot always be
extracted using page segmentation only.

In order to achieve good segmentation results, even for multi-modal pages, a layout analysis
algorithm, based on local binarization, is implemented. No a priori knowledge is required.
Information about the page fonts and structure is collected automatically. The input images are
resized by 50% so that the processing speed is high. The ultimate goal is to extract all the text
from the page, even the words and phrases that are embedded inside frames and images. For that
reason, page segmentation is combined with text localization in a novel unified framework.

Sometimes, extracting all the textual information from a document image is not actually needed.
For example, in case we are looking for instances of either a word or a phrase in a documents
database, only the location of the closest matches between the query and each page content has to
be retrieved. Moreover, if the database contains many documents, the segmentation and text
localization procedure can be computationally very expensive. Systems that search for possible
locations of a query image of a keyword inside a database of documents are called word-spotting
systems. Modern word-spotting systems bypass the page segmentation step and provide results
much faster than older systems. In this work a segmentation-free fast and reliable word-spotting
tool is implemented and used for searching a collection of historical documents.

Word-spotting systems work with image queries that are manually selected from a sample of the
dataset, thus limit the search results to words included in the sample page. Tools that allow for
searching of any text that is entered by the user (query by text) are of great importance, for
obvious reasons. Such tools should rather perform well even with handwritten documents. This is
considered a very challenging task. An attempt towards this direction is made in this work as well.

Summarizing, the contribution of this work consists mainly of the:
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o binarization of multi modal documents using local band thresholding,

¢ application of morphological operations with long lines for layout analysis,

e combination of various heuristics for the classification of text and non-text regions,
e integration of page segmentation with text localization for full text extraction,

e presentation of a query-by-text search method based on character spotting,

o development of fast and reliable software tools for the above tasks.

This chapter includes only a short introduction. Since most of the described tasks are considered
separate topics, more details can be found inside the following chapters that focus at every topic
independently. Each chapter consists of an introductory section, where the key concepts and the
related work are presented, a major section that describes the proposed system and an experiments
section, where evaluation results are shown. Most of the chapters include a “state of art” section,
where the existing techniques are mentioned. None of them includes a conclusions section.
Although some conclusions are reported in the experiments sections, one more chapter is added
where the final conclusion is drawn. The algorithms that are proposed in this work have been
coded in C# language, using the OpenCV library as well. Detailed experiments have been made,
using publicly available datasets.

In Chapter 2, a method for the segmentation of complex (newspapers, magazines etc.) layouts is
presented. No a priori knowledge of the page format is needed. Morphological operations are
applied to both the foreground and the background, in order to connect neighboring regions and
detect separator lines and columns respectively. Contour tracing is used for the extraction of
shape information and classification of the connected components.

In Chapter 3, a hybrid method for real-time localization of text embedded in images is proposed.
It combines edge detection, morphological operators and a set of criteria based on spatial and
geometrical features of the connected components.

In Chapter 4, a technique appropriate for extracting all the textual information from documents
with complex layouts is proposed. It integrates the foreground analysis part of the layout
independent method presented in Chapter 2 with the fast and reliable method for text localization
presented in Chapter 3. The first one is used to segment the page in text and image blocks while
the second one is used to detect text that may be embedded inside the images.

In Chapter 5, a classification-free word-spotting system, appropriate for the retrieval of printed
historical document images is proposed. The system skips many of the procedures of a common
approach. It does not include segmentation, feature extraction or classification. Instead it treats the
gueries as compact shapes and uses image processing techniques in order to localize a query in
the document images.

In Chapter 6, a novel technique for text retrieval is proposed. Although, it is inspired by the word
spotting technique presented in Chapter 5, it spots characters, which makes the text retrieval more
robust and permits the text queries.

Chapter 7 summarizes the conclusions from all previous chapters, while in the appendixes three
more applications of the proposed segmentation and text detection algorithms are explored: comic
page segmentation, scene text localization and video text localization.
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CHAPTER 2 - LAYOUT ANALYSIS

2.1 Introduction

The process of analyzing page images in order to identify physical (text, pictures etc.) and logical
(titles, paragraphs etc.) structures is called layout analysis. Figure 2.1 shows the layout analysis
tasks that are required before optical character recognition (OCR) takes place. The performance of
layout analysis methods depends heavily on the page segmentation algorithm in use. The page
segmentation methods that have been reported in the literature can be categorized into foreground
analysis, background analysis and local analysis ones. Both foreground and background analysis
techniques require a binarization step in order to distinguish between the foreground (black) and
the background (white) pixels, while most local analysis methods are directly applied on either
color or grayscale document images.

Segmentation
(splitting the page image into regions)

Physical / geometric layout
analysis

Classification
(distinguishing text blocks from images etc.)

Logical layout analysis

Labeling
(determining the reading order)

Figure 2-1: A layout analysis block diagram

In this chapter a layout independent hybrid method for complex (newspapers, magazines etc.)
layout analysis is proposed. No a priori knowledge of the page format is needed. Foreground
analysis works with binary input images, therefore a binarization step is included. Morphological
operations are applied to both the foreground and the background, in order to connect neighboring
regions and detect separator lines and columns respectively. Contour tracing is used for the
extraction of shape information and classification of the connected components.

The contribution of this work consists of the presentation of:
i. a novel and fast technique able to perform on real time
ii. subtask for complex binarization using regional band thresholding [1] and

iii. subtask to analyze the background using morphological opening with long lines.
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In the Section 2.2, a short summary of the state of the art is given. The proposed technique and
the included modules are presented in detail, in Section 2.3, while experimental and comparative
results are presented on the RDCL-2015 dataset, in Section 2.4.

2.2 State of the art

Foreground analysis techniques use a bottom-up approach. They start from pixel level and merge
regions together into larger components to form document structures (e.g. characters, then words,
text lines, paragraphs and so on). Wong et al. classify connected components into text and non-
text zones, after linking together neighboring black areas by performing a run-length smearing
algorithm (RLSA) [2] (Fig. 2.3). Tsujimoto and Asada use the same smearing algorithm in order
to aggregate adjacent connected components into segments by connecting two black runs
separated by a small gap [3]. Strouthopoulos et al. also perform a run-length smearing operation
and then classify the blocks using a principal component analyzer (PCA) and a self-organized
feature map (SOFM) [4]. Sun proposed a modified smearing algorithm, called selective CRLA,
capable of processing documents with non-Manhattan (Fig. 2.4), containing non-rectangular
blocks, layouts [5]. The smearing algorithms can hardly be applied to skewed documents.
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Figure 2-4: Manhattan (left) and non-Manhattan (right) layouts

Many of the foreground analysis methods proposed so far are based on connected components
analysis. Fletcher et al. group together components into logical character strings using the Hough
transform [6] (Fig. 2.5). Akiyama and Hagita start from extracting the field separators (solid and
dotted lines) and continue with text extraction based on each connected component's height [7].



Gorman and Lawrence find the K nearest neighbors for each connected component and use
distance thresholds to form text blocks [8]. Hones and Lichter generate lines starting from triplets
of neighbor components which are approximately aligned and have comparable size [9].
Zlatopolsky first groups text-like components into line segments and then into blocks, depending
on their horizontal and vertical distances [10]. Déforges and Barba also merge words (extracted
from a multi-resolution pyramidal representation of the image) into lines and blocks, according to
their spatial relationships [11]. Wang and Yagasaki classify large (non-text) components by using
characteristics of their outlines (size, thickness, density, number of holes etc.) and then cluster the
remaining (textual) components into blocks by using a closeness criterion [12]. Simon and Pret
also use a distance-metric between the components to construct the page structure [13]. Bukhari et
al. use connected components shape and context information as a feature vector input to a self-
tunable multi-layer perceptron (MLP) classifier [14]. Koo et al. start from extracting connected
components and grouping them into text-lines [15]. Le et al. extract a set of features based on
size, shape, stroke width and position of each connected component and label them by using
Adaboosting with Decision trees [16]. Although skew independent, connected components
analysis techniques require that inter-block gaps are wider than interline gaps. The performance of
a number of connected components analysis algorithms has been evaluated in segmentation of
newspapers [17] and other types of documents [18].
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Figure 2-5: Bounding rectangles (right) of the connected components (left) [6]

Background analysis techniques use regions of white pixels to split the page into blocks which
are subsequently identified and subdivided further. Nagy et al. recursively split the document at
the valleys along the horizontal and vertical projection profiles [19] (Fig. 2.6). Ha et al. analyze
the horizontal and vertical projections of the bounding boxes of the connected components [20].
Baird enumerates all the white rectangles covering the background which cannot be further
expanded (maximal) in order to analyze the white space structure [21]. Breuel uses tall
whitespace rectangles as obstacles in order to detect text-lines [22]. The above background
analysis techniques are limited to Manhattan layouts (blocks surrounded by straight white
streams) and are strongly affected by skew. Normand and Viard-Gaudin proposed an extension of
the RLSA algorithm to two dimensions for the analysis of the document background, insensitive
to the orientation of the text blocks [23]. Kise et al. proposed two more background analysis
methods capable of segmenting pages with non-Manhattan layout as well as with various angles



of skew: 1) thinning the white areas to form connected thin lines or chains and then finding the
loops enclosing printed areas [24], 2) using the approximated area VVoronoi diagram to obtain the
candidates of boundaries of document components [25] (Fig. 2.7).
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Figure 2-6: Projection profiles of a document (left) and the effect of skew (right) [19]

Background analysis techniques are sometimes combined with foreground analysis algorithms,
thus called hybrid methods. Pavlidis and Zhou group background column gaps into column
separators after horizontal smearing of foreground pixels [26]. Antonacopoulos and Ritchings also
perform smearing first and then detect streams of white tiles whose sides encircle printed regions
[27]. Smith detects the tab-stops and uses them to deduce the column layout of the page [28].
Chen et al. incorporate foreground and background information in order to filter whitespace
rectangles progressively so that remaining rectangles form column separators [29]. The
performance of a number of hybrid methods has been evaluated in analysis of historical
newspapers [30] and complex layouts [31]. Although quite high, it strongly depends on the a
priori knowledge of a few document characteristics (fonts, gaps sizes etc.).

Local analysis is actually a two-step process: a set of local features is selected first and then
either clustering is applied or a classifier is trained and performed. Jain and Bhattacharjee apply a
small number of Gabor filters to the grayscale image in order to capture the texture of different
regions [32]. Tang et al. divide the image into small non overlapping regions and classify them
according to their fractal signature [33]. Sauvola and Pietikdinen start from dividing the image
into small square windows and then classify them according to statistical measures (black/white
pixels ratio, average length of black runs etc.) [34]. Williams and Alder use a quadratic neural
network to classify features obtained from local textual characteristics as well [35]. Etemad et al.
select feature vectors based on a multi-scale wavelet packet representation of the image and
implement a neural network for local classification [36]. Strouthopoulos and Papamarkos use a
statistical reduction procedure to select a set of local features that are further reduced by a
Principal Components Analyzer (PCA) and are finally classified by a Kohonen Self Organized
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Feature Map (SOFM) based neural network [37]. Acharyya and Kundu use M-band wavelets to
extract features that give measures of local energies at different scales and then classify the
resulting multiscale feature vectors with an unsupervised clustering algorithm [38]. Kumar et al.
use globally matched wavelet filters and multiple two-class Fisher classifiers [39] (Fig. 2.8). Maji
and Roy perform M-band wavelet packet analysis followed by rough-fuzzy-possibilistic c-means
clustering [40]. Chen et al. apply convolutional autoencoders to learn features directly from pixel
intensity values and then use these features to train a support vector machine (SVM) [41]. Local
analysis techniques are very promising. They often however rely on the proper selection of
feature characteristics, filters and other parameters as well as the availability of a representative
training set.
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Figure 2-7: An example of background analysis [25]
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Figure 2-8: Local (texture-based) analysis example of a document image [39]

Table 2.1 contains a summary of the description as well as the restrictions of the above

methods.

Method

Description

Constraints

Projection profiles

Recursively split the document at the
valleys along the horizontal and
vertical projection profiles

Manhattan layouts only

Skew dependent

Smearing

Connected components

Start from pixel level and merge
regions together into larger
components to form document
structures (e.g. characters, then
words, text lines, paragraphs and so
on)

Whitespace processing

Regions of white pixels split the
page into blocks which are
subsequently identified and
subdivided further

A priori knowledge of
document characteristics
(font sizes, spacings etc.)

Inter-block gaps wider
than interline gaps

Local analysis

A set of local features is selected
first and then either clustering is
applied or a classifier is trained and
performed

Proper selection of
features and other
parameters

Representative training
set

Table 2-1:

Summary of the page segmentation techniques
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2.3 The proposed system

In this chapter a layout-independent hybrid method, for complex layout analysis (e.g. newspapers,
magazines etc.) is proposed. No prior knowledge of the document is required. Morphological
operations are applied to both the foreground and the background, in order to connect neighboring
components and separate lines/columns. Contour is simultaneously used for the extraction and
classification of images and text blocks.

The proposed system is presented in Figure 2.9, while the detailed description of the tasks
follows.

BINARIZATION

BACKGROUND ANALYSIS FOREGROUND ANALYSIS ™,

OPENING WITH LONG

LINES CONTOURFILLING

SEPARATORS MASK . LINES EXTRACTION

- ~.

FIRST DILATION

MAIN TEXT BLOCKS
EXTRACTION

SECOND DILATION

TITLE/IMAGE BLOCKS
EXTRACTION

Figure 2-9: The proposed layout analysis system

2.3.1 Binarization

The method is applied on binary images. Therefore, the image is first transformed to grayscale
and then binarized, so that the background is white and the foreground (text, images etc.) pixels
are black. The better the discrimination between the background and the foreground, better are the
results.

In a page that includes text, the background occupies the majority of the pixels. Thus, the
background intensity range is used as the threshold value (maximum value). First, the gray scale
histogram of the image is calculated and the highest (maximum) value is located, as the
background. Then a binary image is created, where all the pixels between the proximal (on the left
and the right of the peak) histogram local valleys are white and the rest of the pixels are changed
to black. Then, a classical border-following algorithm [42] is applied to the image and the
external contours of all the connected components are detected. The binarization procedure is
repeated for all the frames (large and orthogonal contours) in the image.
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This way, the method can be applied to pages with any background and foreground colors, since
in the document images the majority of pixels belong to background. Moreover, if various
backgrounds are used in the same collection or image, it can also be considered.

IT'S TIME TO
RAZZLE DAZZLE

H Wedgwood to invest £25m in its factory
H 500 jobs safeguarded and 100 created
W New visitor attractions to boost economy

EXCLUSWE

Have you susf rsonal injuries
as a result of an accident at work? WOOI
¥youvebomn i s accudrtt o thelast SOLICITOR
three yea be o
ks T o A

oHOTE - YUk ot - g of e Ll Jun

Africa’s official languages, and the series 15
subt

Tt has been
Zambia, Nigeria, Namibia,
d Burbados and Im) been

Emotional Intelligence

Soul City, South
spreads public-health messages across the continent | teg phet.

's wildly popular soap oper:

unties

which today melude the European Union,
De

par
velopment uNICEF, British Petroleum, the 1 ity does for aclts
mobll phone netvork MTN and the | at saos and othr proble
g The show 15 already b
e Sout

1y s
ot meely s athento ortaya of v
ship hfe but y
that fill the coun | effectivewehad to Many of the actors hve n the
‘show_about Soutl | had to keep t gomg and we had to be as | *Thatsometimes presentsa problem
an any other pro | Lebo Remafoko, producer of the lates
en, d rrr

s Some of the cast members
of the fop three most widely watched e “llum e concerns covered _throngh
progams on South Afncan TV ch for a Star” imitative Among them

HIGH DRAMA: Confrouting prejiices EDUCATIONAL FOCUS: Bennitries his hand

WV 1 one of Soul Cty's man objectives Ioarming sign langiag ot the tewnehip chinkc
Because AIDS 15 a huge problem m | 15 sedh Pitse, & blind

South Afnca almost 10% of the popula | w play the part of a radho tal

tonsinfectecwth ity thesubjectsfem | coordinator, Kotseds Prseost e sght s

tured n every nstallment of the show wiolence, an

Other topics nclude vlence ago. ently raxsed by Soul City “It made u !

ld abu

oct Soutl
Jead therr real hves A s
ed by the EU says there 15 ev

an actual clnto m Alexandra
ther
Jemco that the program has
ncre:

at medic
cothe e for the show e
shit

for mstance, that there 15
significant’ n of the use of
domswith peoplewho watch
the somal and beth problems | 4 o survey did not say whether B
rly HIV AIDS n the fownships | a onal bookl find a happy new hor
ced & long list of donors

IT'STIMETO
RAZZLE DAZZLE

CheASentinel

Friday, June 29, 2012 a0p

B Wedgwood to invest £25m in its factory
H 500 jobs safeguarded and 100 created
H New visitor attractions to boost economy

B Louise psvuuoes

ed personal injuries
as aresult of an accident at work? WOOLLISCROFTS
SOLICITORS
o

Haniy.Tunstal, Wolsanton and Alsager

‘Spek oyourfrendy local Porsona iy Spocalsts oy on 01782 607779
"Kings of the Legal Jungle

Emotional Intelligence

Soul City, South Africa’s wildly popula
spreads public-health mes: wcross the conline

swhich today include the European Union,
tior International De
5 Bi30 ON A TUTSDAY Nic ST v sh Petrol
Liors of South Africuns 4 b one network AN
find out if the white sceial worker.  South Afric r
lbeabletoadoptaipsorphan of Healt—to
d

By PETER HAWTHORNE [0

boen dis-
Gity's annual
inititive. Arong them

3 a blind woman
South \m fmast 10% of the pop:
R thesubjeet i fen.
Hinent of the sh
viol aga l raise ul City. lluwlxux an
. vape, child abuse, | aware how uncomfortably

Wot surprising,
came from two *
farth

2 dramatc progra
highlight the socia) u\d'n Mhpnlnu\*
particularly E1v-al the series of ¢
They convinced Characters speak eral of South

Figure 2-11: Another example of the regional band (left) and Otsu’s (right) thresholding

This is an advantage of the technique in use for the binarization. In Figure 2.10, the image of
Figure 2.2 is presented binarized by the regional band thresholding [1] (left) and a typical

binarization technique, Otsu’s [43] (right).



Moreover, in another example (Fig. 2.11), from ICDAR2015 competition [31], it is obvious that
the discrimination between neighbor images is not always possible in the case of Otsu’s
algorithm. In both Figures the binarized image has been inverted.

2.3.2 Background analysis
First, the background is processed in order to localize long white columns and rows. These

straight white areas are classified as separators and can be used during the foreground processing
to split overlapped components and improve the page segmentation results.
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Figure 2-12: The image of Figure 2.2 morphologically opened with long lines
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The binarized image is morphologically opened with two structuring elements: a horizontal line
and a vertical line. The length of the first one is equal to half the image width while the length of
the second one is equal to a quarter of the image height. A new image mask is created, containing
all the column and row separators of the document (Fig. 2.12).

2.3.3 Foreground analysis

The foreground analysis is applied to the inverted image, so that foreground pixels are white
while background is now black (Figs. 2.10-11). The border-following algorithm [42] is applied to
the image and the external contours of all the connected components are detected. The contours
are used to determine the size of the main body of small text characters (x-height).

According to Kavallieratou et al.: By mean width of character, we consider the width of
characters such as a, b, c, d etc., excluding the characters i, I, j, m, w that are either too narrow
@i, j, ), or too wide (m, w). ... Although the character width differs between characters and
writers, a rough estimation of the mean width could be made by accepting that excluding the
ascenders and descenders the characters with mean width (as defined above), present width equal
to their height. [44]

That is the distance between the baseline and the mean-line of the lower-case letters (Fig. 2.13).
The minimum size between width and height of most lower-case letters is equal to the main body.
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A novel technique is used here: since most of the connected components in the document images
of printed text are lower-case letters, the main body can be easily calculated as follows: a) all the
contours are classified according to the minimum value between their bounding rectangle width
and height and b) the value of the most numerous class is considered as the x-height value.
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Figure 2-14: Separators detected by the contours (left) are removed from the image (right)

Figure 2-15: Separators added to the mask of Figure 2.12
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At this point, the extraction of foreground lines follows. If their area is less than four times their
perimeter, they are classified as separators. It is not required an exact threshold. This one proved
to work well in most experiments. Then, they are removed from the foreground (Fig. 2.14) and
are added to the separator mask (Fig. 2.15). In order for the separator mask to be complete, the
outlines of the frames that were detected and thresholded during the binarization procedure are
also included. The final mask (Fig. 2.16) will be used to separate the different areas of text in the

next steps of the procedure.

RS

Figure 2-16: Final separator mask for the image of Figure 2.2
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Figure 2-17: The components are filled with the minimum of their width-height value
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Figure 2-18: The image is dilated by an element of size one third of the x-height value

The contours of the connected components are filled before proceeding to the next step, in order
to better distinguish between the small text and the large text regions. The minimum size of the
bounding box will be the value of the filling color. The bigger the text, the higher this value is.
Contours of more than 255 pixels bounding box minimum size are filled with the maximum
available filling color that is 255. The result is a grayscale image, showing small text in dark gray
and bigger text and images in lighter color (Fig. 2.17).

Figure 2-19: The bright regions are dilated and the larger text and image blocks are formed

16



Next is the extraction of main text blocks. The grayscale image containing the filled contours is
dilated by a square structuring element (Fig. 2.18). The size of the structuring element is equal to
one third of the main body height, selected by experimental trial. This way the small letters are
connected and form text blocks, while the larger letters are not fully connected yet. Smaller
structuring elements result in partially connected text blocks, while larger ones may result in
overlapping blocks.

The border following algorithm [42] is applied again and the external contours of the connected
elements are detected. This time the contours are classified as dark, containing small text, and
lighter ones, containing large text or images. For each contour, the pixel values of the included
image region are calculated. If the region mostly contains pixels with values more than two times
the main body height, it's classified as large text or image. All other regions are considered as
main text blocks and are extracted and added to a new mask, the layout mask.

Figure 2-20. The dilated image of Figure 2.19 is ANDed with the invert separator mask

One more dilation is required, in order to cover the remaining space between the larger letters
and image parts (Fig. 2.19). The size of the square structuring element is now equal to half the
main body height, by experimental trial. This way large letters and image parts are also connected
and form blocks.

Sometimes, the blocks may be very close to each other and dilation can merge regions from
neighboring articles. For that reason, in order to split merged regions and improve segmentation
results the logical AND is applied to the dilated image and the invert separator mask of Figure
2.16 (Fig. 2.20). Small parts are filtered out.

Finally, the blocks are extracted as previous and added to the layout mask as well. Very large
letters and images are hard to distinguish since they are all mostly white. A shape rule has been
applied in order to decide if a bright block is either title or image: long horizontal blocks are
considered as titles while the rest of the bright blocks are considered as images. This simple rule
proved to be effective in most cases.
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Figure 2-21: The final layout mask of image of Figure 2.2
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Figure 2-22: The page segmentation result of image of Figure 2.2
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All the blocks are classified by color to images (gray), text (light gray) and headers (white). The
final layout for the image of Figure 2.2 is shown in Figure 2.21, while the classified results are
shown in Figure 2.22 by the colors red (images), green (text) and blue (headers).

2.4 Experimental results

The algorithm has been coded in C# language. The morphological operations and the contour
finding functions of the OpenCV library have been applied. About 2000 document images of high
resolution newspaper scanned pages have been used for testing. In this case, the images were
resized at 20% of their initial size before processing to reduce the computational cost. The results
have shown that the method detects accurately more than 95% of the page components in less
than half a second per page.

Segmentation OCR Text only

The Fraunhofer Segmenter 84.1% 79.9% 85.4%

The ISPL method 83.1% 82.0% 91.0%

The MHS method 90.5% 88.3% 93.1%

The PAL method 83.2% 79.5% 87.7%

ABBYY FineReader® 72.0% 69.3% 78.0%

Engine 11

Tesseract 3.03 74.2% 70.0% 76.8%

Proposed Technique 89.7% 84.3% 90.9%

Table 2-2: Comparative results for RDCL-2015 dataset
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Figure 2-23: A screenshot of the software
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11, when he wrote us the letter

e published. saying we had made a “glaring error.” ose options still had almost nin

options weren't worth anywhere near what we said. “In f ears to run. It was easy to calculatd

hey are worth zero,” he stated, since they were underwater hat if Apple stock simply appreci
And he went further: “If 'm in error, and you really do thi
s are worth $872 million, 1w
cal of a lifetime and sell

o you for just half that amount. And I also

ted for the options” ten-year tern

t the same moderate rate as ¢

e previous ten years, the option
uld have been worth far more tha
said. Thus, Jobs was telling the worlg
hi

bptions for restricted stock sent the same mes|

ridge you may be interested in buying
TN t expect that to happen. Exch:

We answered that while his offe
fally a good deal, FORTUNE isn't sufficientl
apitalized at present to take advantage

The options he
“offered” us for
$436 million would
be worth just over
$2.5 billion today.

age. The rational response—to sell—would

Jobs wasn't ready to give up on Apple op) have been exactly wrong. So be cautiousin ana

ions, though; he accepted another huge gran yzing Jobs' newest pay data, to be revealed in
n 2001 Then, in 2003, with Apple stock dee
1 the doldrums, he finally abandoned hope an

eading this or soon thereafter. Reme

urrendered both options grants, accepting fron Jobs likes maverick pay deals. His salary is $1

I TITI9 his bonus was a Gulfstream V jet
Smart-aleck journalists aren’t always smart, “FORTUNE isn!

ufficiently capitalized at present” was a lame excuse. We should

Jthe board in their place a big chunk of restrictedTSToC

Jthat, the matter was largely forgotten until the recent backdating

mess brought it all back.

Now, with benefit of hindsigh out the calculator and  have hocked the office furniture, broken our kids’ piggy banks|
e how smart Jobs looks. That ba taken the deal

R003 is today worth about $848 million, Not bad, But wha|  Comme

of restricted stock he got if

proRTUTYy [(E] o o e the et FORTONE st on yourhanabtd deic % Ry ]
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oul City, South Alrica’s wildly popular soap opera, v Ny e
preads public-health messages across the continen s Jo n
T O . rs. which begar
in's Department for International [
o T T lopn British Petroleum, th Jocs for a Al Budd
i uth Africans ure tu et N 2
1 oo e soc K uth Africar I
Karen, will be ah pt 1 Healt ’
P . } wid §
p dyi ! o, it's not M uth African | « "
horted dramatic se ¢ fil had to go outat prin
ca that b good ucti . Since
an award-winning, multi-medt hus collected a bundle of )
sternationally recognized for it ¢ 3, the sh o a spec. en
ment, It is a Seitain's One World Broadeastin
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reather from fiming after a succoxshd take
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Our Imaginary, Hotter Selved

latter-day Medusa makes you feel cranky and antisocial and plodding, can
sympathize with the Oakland Raiders—and not because the players get
helmet hair. The Raiders alternated between mostly black and mostly
white uniforms, depending on whether they were playing at home or away. Knowin
that appearance affects people’s mood and outlook, psychologist:

dered whether

iTor Color ThITuenced the Kawders
pess. Using data from the 1970s and 1980,
hey found thatth team racked up vay
penal —a measure of aggression—
when they wore black than when they wore
white, for infractions both minor (encroach|
Iment) and major (roughing the kicker). T}
lentists took

into account different conditions and st}

versial. Do referces, because of black’s
ural baggage, see black-clad players as
Ineaner and badder than those in, say, bal
bluc? Or does wearing black make players
ee themselves as tougher and meancr—anf
Hherefore cause them to pla
Jeremy Bailenson and Nick Yee of Stanfor
[oniversity had this and other classic studies i
nind when the g about the
ﬁ"m of beingable toalter one’s £ Fppeanics
weren't going to study wardrobe choices
however. Their quarry is av amrs, di
bentations of players in such games as Second
ife. “Your physical appearance changes hovi
cople treat you,” says
pe mlu\l of that, when you perceive

arries over from the virtual world to the real one,
vith intriguing consequence:
In one Stanford study, volunteers were assigj
watars who r'm"cd from attractive to plain. Tt
Tife's

ap:

ive are more sclf-confident thar ugly du(klmp e
ly, their avatars—walked across a room to interact with

bther avatar. Those with a

he stranger: mau“n‘hhumdv(mukzpulmmt feet aw

be extroverted. Using a virtual-reality headset, the \’ulunlmr< -

an-

atars got within three feet o

y.

The
kirtual-reality session, players were shown photos from ai
bnline dating site and asked to pick those who “would be
terested in you.” Players who had been assigned attractiv
avatars picked more-attractive candidates than di
(of equal pulchritude in real life) who had been represen

ed as homely avatars. Male players were also asked to ente
150 te. In this

formation for an online datings
(uation men routinely inflate their height by an a

ge of one inch. But those who had had an attractive

cight, t00, bleeds into real lfe, 11 Sl oo
pdsts find. After their avatar roamed through a virtu

sees taller people as mos
competent and having, gmztcr lcz\dcr:h\p e

apht the-loot game. Player One proposed ways to divide,
sibo wiuch th ‘Two couldacceptor reect,inwhich
nything.

IO The Teal world: ATter their

player|

n
in;
e

nt-

T Ofers, Gven though acceptng a lopsided SY975T]

o
plit leaves them objectively better off than walking
iway in a righteous huff. Players fresh from being a
all avatar showed their cockiness, proposing, on as

[ast year. When it was their turn to wei
ercent of the time; those with short avatars stood
h 28 percent of the

rful
e uubl\t
rve therapeutic purposes, helping those with social

or: players who roamed a virtual world as a KKK-clad avatar

How much “personal space” one needs s in
0 sclf-confidence, which having an

they did before playing the game, while

hose wh wore a doctor’s coat scored higher on a test

Vhen the stranger asked the players to “tell me a tle about

yourself,” good-looking avatars revealed more: feeling attractive
16 theref endli

nline plaves d. on averag

kerage, $61/$39 splits. People with short avatars aver
iged offers of $52/$48, Yee and Bailenson reported

an insulting

575/$25 offer, players with tall avatars rejected it 62

me.
chisn't to tell Second Lifers|

73Sy, become more confident and friendly in real lfe. The
e sl

friendliness. It not clear how long the spillover to the real world|
asts. But even ifit’s only a few hours the potential s impressive:
0 hours a weck as their avatar]

1

of
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TECOERTZET ANa T TN T
Khaldoon's cellphone rings. “Hello|
‘When th
rown prince is on the phone, you an

hoss.” he says, then whispers,

BuTh
reds of dump trucks like these on Al Rahal
h are paving the wav for developms

50 e The TalTesT BurTdiig i The world|
Chere’s nothing subtle about Dubai. It

rowded, sm

gy skyline s part Miamil

bart Las Vegas, and all new. There

wer.” The 46-year-old crown prince, MoRGmmEd b

ahya

hasbeen calling
ion projects planned in Abu Dhabi, plus infrastructure invest
nents in Algeria, Pakistan, and other countries, there’s plent
o talk about.

haldaon savs

He's like a CEO running a major corporation
“He wants results, and he wants them now

e
alot lately. With three dozen construc:

[HECTTY OF ABU DHABT S o The Tip o7 & TShaped
utting into the Persian Gulf. Wide tree-lined boulevards rur
h

usters of utilitarian concrete-slab high-rises and mod,

An elegant corniche stretches the length o
manicured roundsbouts
bundant fountains, and more trees tha here el

he city along the coast. There are fincl

ooy T pIoToTopen

As much as Khaldoon and others say they don't ike to mak
-omparisons, it's impossible to avoid them. Abu Dhabi and Dubal
bperate like family businesses. While the Maktoum family of
Dubai and the Nahyz
ere born in very different neighborhoods. The population of

space or an uncongested hi

nily of Abu Dhabi are cousins, the

Dubai, an emirate the size of Rhode Island, was concentratec

n a small merchant community that capitalized on the town’

able creek. Abu Dhabi, roughly the size of

West Virginia, was much poorer. Bedouin tribesmen roamed the
fesert; pearl divers lived in huts where the city is today
Then,in 1958, Britsh explorrs discovered what would ur

Gh-largest crude reserve, 90% of which was

ulf. But it's oddly quiet—there’s littl
raffic, few pedestrians, and no nightlif
o speak of.

That's all about to ck From a hel

opter you can see sandy islands covered
vith dump trucks and crisscrossed witl
mpty highwa

s sitting offshore like blan|

anvases. It a stark contrast to what lie:
ust 15 minutes up the coast by air: aland
es, yacht harbors, man-mad
nd what wil

cape of cra

slands in exotic formation

inder Abu Dhabi. That discovery—and

he wealth that came with it—made th
iahyans the dominant family in the regior
vhen the British pulled outin 1971. Sheik
ayed bin Sultan al Nahyan, the ruler of
Abu Dhabi, became President of the newl
fndependent UAE
bin Saced al Maktoum of Dubai becam:
Prime Minister

Zayed setoutto carve
n the sand. When the oil started flowing th

while Sheikh Rashid

moder

ountr
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Chainsaw Dip]oﬁiac

I'he Iraq war has spelled the end for muscu
n U.S. foreign policy. Here’s what should replace it

ST
For a brief history
f the war includin
podcasts, photos
and graphics visit

ears ago, most of the people whos:
oreign policy believed two things. Fir
hey believed that the UsS. military could|
ot lose. From Panama to Kosovo, the

South Vietnam wanted to besaved. The

war shattered both assumptions. On the

eft, immy Carter responded by making

uman rights the centerpiece of his for
u

Tarmed That AT TTATTeresTS
nd our deepest beliefs are now one.” The|
fastest-growing species on the foreign

olicy right is what National Revieweditoy
ich Lowry calls “to hell with them”

eenona

Second, the policymakers

[Gulf War to Afghanistan, Americahad | | pign policy: America p for 'ho don't care how}
i iberty- ilitarily. C i their societies as lon;

he late 1980s. Defeat in Vietnam sgeme nsisted that had more military force beerf | bs they don't threaten the USS.

bout as relevant as the War o | Lisedin Vietnam the 118 would hav 1 .

ut of fashion, but humani-

believed that people in Ira
vanted the U, to win. Hadn't
he Poles and Czec]
fvhen the Americans defeated
he Soviets? Hadn't Afghans
heered the overthrow of thel
aliban? Swirling in the air s
003 was an intoxicating blgzdl
bf militarism and moralisi
J. troops would destroy
addam, and Iragi gratitud
vould take care of therest.

Five years later, that com
ation has blown apart. John|
cCain is open to bombing
ran, but he doesn't claim the]
ranians will be thankful for
arack Obama wants to restort
\merica’s good name, but not

vith the 82nd Airborne. For
he most part, militarists and nioralSts—]
how occupy separate camps. In the com-
ng years, America will try to export ts
alues and may well use military force.
utit won't try to do both at the same timd
In many ways, this is what happened
fer Vietnam. Underlying that war were
he beliefs that istsin North

arianism remains strong.
na Foreign Affairsarticle last
ummer, Obama argued that
Inany around the world as
bociate Bush's freedom talk
vith “war, torture and forc
bly imposed regime change!|
1is answer: help freedom’s
arch with money, not arms
‘That makes sense. Moral-
sm and military force are
oth necessary to U.S. for.
ign policy, but the former
houldn't ride the later into
attle. The UsS. military can
help stop ethnic cleansing, a
t did in Bosnia and Kosovo,
br safeguard the world's
bil supplies, asit didin the
irst Gulf War, but its not

on. But a5 Th Toward

he US. changed, they the
onceit that when America took up arm:
L

e build democracy. You can'tdd
pen heart ith a chainsaw,

T g T
harrowed in the 1980s and gos. Under
nald R

‘ietnam couldn't withstand U.S. militar,

ew mor
bptimistic about exporting American
alues as they saw democracy spread in
he Third World. And under Bill Clinton|
iberals became more warlike, backing

Tag GeEenT, THTaT SoeTeTies Tequies
btrengthening parts of the US. gov
rnment that don't carry guns. While
Imerica’s military patrols the world, U.S|
mbassies increasingly cower behind
parbed wire, disconnected from the soci
ties they need to understand and help.
Imerica doesn't need to abandon the
fervor that five years ago helped propel it

alues, and it may well
se military force. But
it won't try to do both at

in Haiti,

ia and Kosovo.

Today, however, it’s the 70s all over
gain. Republicans still assume that
force—or at least the credible threat of
t—is all that regimes like Iran’s under
tand. But you don't hear many conserva|
ives echoing the grand Wilsonianism

ar; it needs to redirect
t. Muscular moralism has had its day.
IThe test now is whether America can
eparate the two—carrying a big stick fo
kelf.defense but using less blunt instru
nents to improve the worl

Beinart 1 a senior Jellow af

bf Bush's Second Inaugural, in which he

O [0

Feneath The French Terers, %0 oW ORTy The Cermams 1 TR STy, T T TR TFeAT s T Tor YsTerany
the jointly manned trains. Pépy insists that TGV d record to become today’s operational speed. But it's clea
it delayed by the squabbling, but even if hat safety, environmental, and other considerations, includi
n time and ot years behind schedule e law of diminish s (1., incurring ever-higher costs fo
h-speed rail can't count on an easy ride er-diminishing savings in travel time), will come into play. “Ye
al issues can also cause delays. “On one TGV lin e to look at all the factors,” says Pépy. “Gaining five minute
Pépy recalls, “we had o spend millions t build special viady

orTETITIE TOE By

ime the TGV Est was com|
leted, environmental and
ther pressure groups ha
reed the 2

xtra bridges.

faducts. In Champagne th

rted to protec

ouldn't

is-Lyon run might n
¢ Paris B

Happily for t
S o just abou

hicnce, and, increasingly
rench architect Le Corbusic
e like
es, cafés, and she

hese facilitics,

ng (o their mood (zen for

s new duplex ¢

in “2

FOMFORT Enjoying
b book on the TGV

ke 10 think in terms o
gaining time on trair

me vincyards 0 endi
Resulting budg m ot people
uns mean TGV Est wil uy a train journey for the fur
s $140 million in it i it s they would a DVD of
T, JETE BETmE SO T sckes
v the first three months, and it probably won't break even fof  ["CRTTTTIR TTSE DT T Wil CORRE TP, DT W I TR T
knother five years. And scan cause headaches, sotoocaf] TGV Est, the SNCF found itself overwhelmed by demand f
e liws of physics and ¢ cats. Its awn forecasts had shown traffic growing by a greate
han could be explained by people switching from air to rail
 the low promotional fares, or were all those extra pec
¢ problem. as air compressed by a speediny 1 for the fun of it? Perhaps. After all, as Bombardic
ain races ahead of the locomotive and can burst outof the tunne| ~ Navarri explains, “Trains are very much part of Europe’s DNA
ith a sor  the faster trains go, the more vu (0, it's & good omen for rail’s future and a vindication of the
ey are to crosswinds. International Railway Association st saying that “the journey is the reward"™—cspecial
peed director Iaki Barron points out that the TGV’ recent re s at highspeed, @
ard:-brcaking run of 357 moh shows thit much hisber speeds




That's why eBay’s success holds potent man
hgement lessons for many businesses. In place of
Stuyvesant’s tyrannical approach, seemingly o
odel for conventional business management
leg Whitman must take a more laissez-fairg
pproach. It is based on cooperati e

16

e TrATSpATeRey AT USe 1T To Turn customers) | [WRTTmanS Torecast Two years ago That eBay
ind vendors into collaborators and colleagues| | fvould grow to $3 billion in net revenues by
“The Internet creates an economic imperative forf | P005—derided at the time as a stretch—will bd
ranspar says consultant. David Ticoll, eo | fnet easily, barring an unexpected slowdown|
uthor nmy Don Tapscott of the upcoming huuk That kind of growth has pushed eBay's stoc
Ithe Naked Corporation: How the Age of Trans] | fnto the stratosphere, with shares rising 479
parency Will Revolutionize Business. from the start of the year, to $102.

As the eBay economy expands, managing i
bould get a lot tougher. The move into the main
tream, in particular, poses thorny challenges
t not only means balancing the needs of bi
orporate vendors with those of small fry—nd

but also remodeling eBav to attrac

basy tasl

ot. coercion and force]

We're..

B-school

terms Tike "drive, force, comi
Jlistening, adapting, enabling,”

mit don't apply|

Says an exec

n
ites a revot, eBay's SYECTEVES Work e I
ivil s than corporate managers. They
ol the. pn‘wu\m(l‘ Weoneh calee o Il wiee:
ngs and provide services to keep them happy
ind business humming.

As challenging as it is, the collaborative ap-
proach offers awesome benefits. Unlike
raditional companies, eBay er an ex
panding scoaystein—one Whoss lmits sre Wil
inknown. Its magic is that as buyers and sellers
Hock to the site,
nourish it. By c
o Jastasio, boths ggehs kel
eputations they then strive to maintain, set
ing a standard ¢ or that peinforees eBay
Eppeal. Its a powerful dynamic that only  ha
Ful of other companies can claim. One ﬁ\«mph‘
Microsoft. Corp. It builds a softy
hat grows bigger and r
Compesis st progracmery sdd Uil vl up
it Thil o il e e
panding eco The s upshol
Business School pmmwr David B
“You get. the incredible leverage of other
peaple doing ll your work for you

EBay’s powerful vortex is pulling ever largey
players into its economy. The company’s seller
are stretching far beyond eBay's specialty o
hused and remaindered goods—they're pushing
into the heart of traditional retailing, a $2 trillor
iarket. Among eBay's 12 million daily listing
are new Crest toothbrushes and the latest pvi
rs, and giants such as Roebuck §
(Co. and Walt Disney elling brand-new
tems there as well. More than a quarter of of.
ferings are listed at fixed prices familiar to mass|
he result, says Bernard H
president of the Princeton (N.J.
etail buyout firm Children’s Leisure Products
sroup: “They're coming right for the mainstrean
of the retail busines

EBay's deft management is apparent in itd
financials. Last year, profits rocketed 176%, t
3250 million. Net sales, from transaction fees o
515 billion in gross revenues, hit $1.2 billion. Iy
the second quarter, revenues shot up 91% from 4

mos

arket consumers.

fTTions of Tieweomers. For The many Wi
haven't yet tried eBay, the process of listin
ems on'the site, packing them up, and mailing
hem can be cambersome and confusing. And, for
any, the brand still emits th
hrift stores—or worse. Reports of fraud on auc
jon sites—mostly on eBay, whie n still account
for 80% of the market sharply ever
4By e hick Wi Vit copi

The question is whether the company’s trad
ional laissez-faire governance can sustain it
rowing economy. 1t

now appears that making
hopping on eBay as safe and eas) trip te
| Wal-Mart. may well require a more forceful ap
ach—simplifying payments, reducing the has
o ot ot cracking down or
he rising number of crooks who are prowlin
h sie. But pushing through reforms i toue
of passionate and clam
brous users demand a voice in all major dec
ions. Concedes eBay director Robert C. Kagle
genaral partoer at venture frm Benchmar
pital: “Th s can themselve

f we do some Lhmg ey really ot

EBay managers are reminded of this day afte
jay. Whitman says it often takes six months fol
new managers to adjust to the democratid
Fegime. “Some of the terms you learn in busines
chool —driv mit—don't apply,” say;
former PepsiCo Inc. exec William C. Cobb, nov)
enior vieepresident, in charge of ey bian]
hational operations. “We're over here listening]
hdapting, enabling.”

This process is clear in one of eBay’s mos
bherished institutions: the Voice of the Custome
progeam. Every couple of months, eBay brings i
s many as a dozen sellers and buyers to as
hem quetions about hovs they work and wha

Ise eBay needs to do. And at least tw
veek, it holds hour-long teleconferences to pol

sers on almost every new feature or palicy, nd
mcm how small.

result is that users feel like owners, ang
they take the initiative to expand the eBay Econ
my—often xecs' wildest dreams|

beyond the e
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lvear ago, to $500 million. It now looks as i

Stung by an aerospace downturn, for instanee
shop Reliable Tools Ine, tried listin

ek

have swor

with bin L

he wany

1-Qaeds
er the U.S.
s the real
ihac
Poverty

fnen

kducated a
hemselve:

re unable

umped in

en t

of the Islamis

an

gai

Lt vaN det) o
“the kindest,
pentle person you could meet,” accor
o his brother—t orist?

test book by thd

omeone like Sheikh. most

ad,thel
erstanding Ter

TES WO ZXRTouTS

orists, on th
ith ordinary, law-abiding pe

ageman argues, when the ca
nger

o be perceived as part of a wholesale wa
e attack may be

xperience of discriminal
alidated by exchanges with like-minded

“al-Qaeda”

TOTIT PaTTETTE o)

ocialinteraction, he writes Butthe sober]  pnakingexpertise.The Madrid train bornb]

e |ngrealityisthat theydon't. Sociopathsdd  fngs of 2004, whi: L\l.q\um muter

vas the kind of guy you hot make capableterre theyseldor]  bre an example city committe

kd v fakei b ke e e e ety eilimg B moc] oy il oo The stk e o
t and friendly eir lives for a Many ter]  fofferingtoal- Qaeda Central leaders for

other hand, share qualitie hdmission

errorism

he cooperative, goal arien The sol
tionally wrought. Of
he start of their radicalization can b
ral outrage—nof
or base prejudice

ne bombers
ses of thei
e Israeli occupation of Palestin
and, the U, invasion of Iraq

The prese

comd

nst Islam. This feeling of
nplified by persona
on and thes

amily members and Internet
fore being converted into actior
Not, as Sageman puts i

s, forensic psychiatrist Marc
empts to
le of Isla

el the psycholog
orists. Like
ad discredits conven
sdom about terrorists by eschew

ng anecdotes and conjecture in favor o

hard data i tatistically
my is us.
asytoview terroristsas alien creal
O

qualltias wm| ordmary
people: they can be
cooperative, goal-

hates muc
mind-set
ith great

AT Qaeda Cental

bin Laden) but al-Q:

hround the world without any contac

hind increasingly isol

nd exploding into

of the book’s tit

necessarily the factors that drive youn,
to commi
me. (Sheikh was

hemselves for

the sake of building a bet
er world,” Sageman explains, “and thi
meaningtotheir lives." They are alsd

ounger and less visible, ble
he Western societies they grew upin
Because of securit

al leadership, but
nternet forums for

he author sees it.
Palestinian territori

s. withdrawal from Ir
hadisof heir ability to wage a moral war

he United States attempts to ca
he Middle
fnends an endto the offe
he publication of most wa
he staging ¢

Jaim the capture of o teroriss sinc

Gt 8 bt Segemen eovy
errorists i

None of Sageman’s solutions are new
br achievable soon, t e
hat they would work. Bul

Trade Up of TRose Whe

f loyalty to Osam.
da the informal net
radicalized Islamist

n an oath

aden at all,

says Sageman, is o
dead or on the r
ted. Itis the
heattackson Se

its eaders

nformal

bornafte

ing adolescence af
invasion of Irag in
threat, waging th

v
leaderles

andlackof opportunity are nof

viol al-Qacda

nce in

t a private sch
warriors willingto sacrificg

nding in wit

they
igi
y can access fihad

crackdowns,
toreach out to al-Qaeda’s

intothe ranksof global Islamis

ution to Isla
s ge

g depriving ji

American so

trump any goodwill polic

nce of even r

East." he writes. He lso recom

f
press conferences that pro

d all these as badges of honor,

o treaf

ke common criminals.

and

pbtocome up with]
rategy. It is his job tg
ve to the “Why do

h writing about the terro
and Sageman has done that
Jarity

o



ﬁ/m‘ trademark equity portfolio rocked—agan}_rn the past yem]

e’ve updated the selections to keep building long-tern wealth

EYTIAVITSTIRES

Very trading Session this spring|
t seemed, hmughl the Dow Jones and S&P 500 indexes tq
ights. Driven by a tsunami of corporate buyouts
hetter-than-expected profit growth, stock prices kept climbin,
(—nearly 10% for the year before a stumble in early June
Some opumlsls claimed thL bull still hud years to run.

Tra STimes trailing carnings, it umuulm
ensive—there are ample reasons for caution. Th

u]islcr;ng
pected to taper to high single digits. And though U.: S. investor
have shrugged off recent market tremors in China. a deepe:

0 CORTUND fezs2on

- - —_ - €T, Nas 1ssued a 50U Anniversary Edi

he novel that Taunched the Beats, the hippies and] - fion? which e e o
- B o . FEGI 1d've bought on the 49th ersary
designer jeans turns 50. But this legendary ‘joyride g o eprdacionf Giber il

s actually the saddest book you'll ever read—eyv 1 prescient review in The New York
imes of Sept. 5, 1957. M
nth God on every page. Tlme for another look

th
Rectsr a4 wouli bo

ind saw that the book was a search for *

a d “belief?” On the other hand
eocon-to-be Norman Podhoretz wrote inl
Partisan Review that the implicit message
£“On the Road” was “Kill the intellectual
who can talk coherently, kill the peopld
who can sit still for five minutes at a time
kill those incomprehensible character
ho are capable of getting seriously in
volv a job, a cause]

horet

lume

has probably done more for
BY DAVID GATES eer than Millstein.
ACK KEROUAC'S "ON THE ROAD” GETS THE FULL 50TH
anniversary treatment next month, and both cheerleaders ot 3
e RN e s Sl ed [The Subterraneans
and hand-wringers acknowledge that it radically changed |0 1"l
American Lu|turc somehow or other. True,
Quiet Desperation Index has only ri
1957, and if the booK’s exaltation of junker
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Figure 2-24: Results from the RDCL-2015 dataset of ICDAR 2015 competition

In order to give comparative results, the RDCL-2015 dataset of ICDAR 2015 competition [31]
was also used. In this case the images were resized by 50% of their initial size, which increased
the computational cost up to 3 seconds per page. Several results as well as a screenshot of the
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software tool are presented in Figures 2.24 and 2.23 respectively. Moreover, in Table 2.2 are
given the results for the techniques and the measures reported in the competition paper [31] and
the proposed technique. The mentioned results for the techniques are those presented in the paper,
while the evaluation for the proposed technique has been done following the mentioned rules.
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CHAPTER 3 - TEXT LOCALIZATION

3.1 Introduction

The text in an image or a video frame contains high-level semantic information about the content.
Text in images is sometimes printed against textured backgrounds, while current OCR systems
can only handle text that is printed against clean backgrounds. Therefore, text extraction from
mixed content images is still considered a challenging problem. Among the difficulties are the
unknown position and orientation of the characters, the varying fonts, sizes and colors, the uneven
lighting, the irregular background and the embedding of text with photos, logos etc. Two kind of
images can be found in documents: born digital images (logos and graphics) and scene images
(photographs). Figure 3.1 shows text localization examples for both cases.
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Figure 3-1: Text localization in a born digital (up) and a scene (down) image

The extraction of text information from images and video frames consists of the text
localization, the text segmentation and the text recognition steps. In this chapter we focus on text
localization. Text localization methods can be categorized into region-based and texture-based
ones [45]. Region-based methods assume there is little or no variation of color within text and at
the same time the contrast between the text and the surrounding background is high enough.
Either image thresholding or edge detection is first applied in order to distinguish between the
foreground and the background. Then, connected components are classified as text or non-text by
using geometrical analysis and various heuristics. Non-text components are filtered out while text
components are successively grouped into larger ones and form text regions. Texture-based
methods assume that text and non-text regions do not have similar textural properties. They select
a set of local features in order to train a classifier that is used to discriminate regions with
different textures.

Region-based methods are widely used due to their simplicity. They perform better when applied
on clean and high resolution images with single colored text. Some of them are applied on images
that contain only horizontal or vertical text with font size in a limited range. On the other hand,
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texture-based methods seem to perform well with noisy and degraded images that may contain
rotated text. They are however time consuming since they require an exhaustive scan of the input
image and they usually involve a computationally expensive learning phase.
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Figure 3-2: An image with text of various font size and orientation

Many authors have presented hybrid approaches to the text localization problem that combine
region-based and texture-based techniques. In this chapter a fast and reliable hybrid method for
text localization in complex images is proposed. No a priori knowledge of the image
characteristics is required and there is no limitation on character font, size, orientation and color.

In the Section 3.2, a short summary of the state of the art is given. The proposed technique and
the included modules are presented in detail, in Section 3.3, while experimental and comparative
results are presented on the ICDAR 2011 Robust Reading Competition dataset, in Section 3.4.

3.2 State of the art

Most of the related works are based on connected component analysis. Ohya et al. use adaptive
thresholding to binarize scene images and then detect characters by observing gray-level
differences between adjacent regions [46]. Lee and Kankanhalli use edge information to generate
connected components with the same gray level as well [47]. Kim calculates the color histogram
of video frames and then uses the location of color peaks for segmentation [48]. Smith and
Kanade extract the high contrast regions from video frames by combining edge detection and
thresholding [49]. Lienhart and Stuber assume text is monochromatic, segment the image by
applying a split and merge algorithm and filter out very large and very small objects [50]. An
example of their method is shown in Figure 3.3: (a) original video frame; (b) image segmentation
using split-and-merge algorithm; (c) after size restriction; (d) after binarization and dilation; (e)
after motion analysis; and (f) after contrast analysis and aspect ratio restriction. Shim et al. merge
pixels with similar gray levels into groups, then remove large groups and finally perform a
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contrast based region boundary analysis [51]. Jain and Yu perform color clustering to 24-bit
images that are first bit-dropped to 6-bit images [52]. Messelodi and Modena classify connected
components based on their geometrical features and their spatial relations [53]. Chen et al. detect
edges using the Canny operator and then estimate the orientation and scale of each connected
component using two groups of Gabor-type asymmetric filters [54]. Nikolaou and Papamarkos
first reduce the image colors to a small number using a new color reduction technique, so as to
have solid characters and uniform local backgrounds and then extract the character elements as
connected components [55].
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Figure 3-3: An example of Lienhart and Stuber region-based method [50]
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Figure 3-4: An example of Wu et al. texture-based method [56]

Texture-based techniques can also be found early in the literature. Wu et al. apply texture based
segmentation and use height similarity, spacing and alignment of extracted strokes to detect text
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regions [56]. An example of their method is shown in Figure 3.4: (a) sub-image of input image;
(b) clustering; (c) text region after morphological operation; (d) stroke generation; (e) stroke
filtering; (f) stroke aggregation; (g) chip filtering and extension; (h) text localization. Li et al. use
neural networks to classify wavelet features extracted from small windows in the image [57].
Jung also uses a neural network to distinguish between different textures [58]. Clark and
Mirmehdi use low-level texture measures in combination with a neural network classifier [59].
Kim et al. apply a continuously adaptive mean shift algorithm (CAMSHIFT) to the texture
analysis output of a support vector machine (SVM) [60]. Gllavata et al. apply a wavelet transform
to the image and then extract horizontally aligned text areas using the k-means algorithm and
based on the distribution of high-frequency wavelet coefficients [61]. Weinman et al. use wavelet
features too and a semi-Markov model for scene text localization [62]. Jung et al. construct a
stroke filter that can detect strokes of texts and use it to filter out false positives with strong edges
[63]. Wang et al. also proposed a stroke-based text location scheme combined with a SVM [64].
Yin et al. use an AdaBoost classifier based on horizontal and vertical variances, stroke width,
color and geometry features [65].

Method Description Constraints

Region-based | Either image thresholding or edge Clean and high resolution images
detection is first. Then, connected
components are classified as text or non-
text by using geometrical analysis and
various heuristics. Non-text components High contrast between the text
are filtered out while text components are | and the surrounding background
successively grouped into larger ones and
form text regions.

Little or no variation of color
within text

Texture-based | A set of local features is selected first and Text and non-text regions do not
then either clustering is applied or a have similar textural properties

classifier is trained and performed Proper selection of features and

other parameters
Representative training set

Computationally expensive
learning phase

Table 3-1: Summary of the text localization techniques

Quite a few hybrid methods have already been presented as well. Zhong et al. combine
horizontal spatial variance and color information for segmentation [66]. Liu et al. apply edge
detection and use gradient and geometrical characteristics as well as texture features derived from
wavelet domain to classify contours [67]. Mancas-Thillou and Gosselin combine color or gray-
level variation with spatial information by using Log—Gabor filters [68]. Pan et al. first apply a
Conditional Random Field (CRF) model to distinguish between non-text and text components and
then group the text components into lines using energy minimization [69]. Ephstein et al. apply an
operator called the Stroke Width Transform (SWT) to transform pixel color values to stroke
widths and merge neighboring pixel with similar stroke width into connected components [70].
Zhang and Kasturi use the similarity of stroke edges to compute the character energy and then
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calculate the link energy based on the spatial relationship between neighboring candidate
character regions [71]. Zhao et al. combine wavelet-based edge detection with an adaptive run-
length smoothing algorithm and projection profile analysis [72]. Yi and Tian first apply image
partition to find character candidates based on local gradient features and color uniformity and
then character grouping based on joint structural features [73]. In recent works, the Maximally
Stable Extremal Regions (MSERs) algorithm is often used to extract character candidates [74-76].

A lot of text localization methods have been evaluated on the public datasets of ICDAR
competitions [77-80]. As stated in the final report of the latest competition, there is still a
significant margin for improvement.

Table 3.1 contains a summary of the description as well as the restrictions of the above methods.

3.3 The proposed system

A flowchart of the proposed system is shown in Figure 3.5. The method is applied on grayscale
images. Color images are first converted to grayscale.

EDGE DETECTION CONTOUR FILLING

CONTOUR TRACING MORPHOLOGICAL CLOSING

CONNECTED COMPONENTS NON-TEXT REGIONS
SIZE FILTERING FILTERING

CONNECTED COMPONENTS
POSITION FILTERING

TEXT REGIONS
LOCALIZATION

Figure 3-5: Flowchart of the proposed text localization system

3.3.1 Edge detection

The Canny operator [81] is performed and the edges are detected (Fig. 3.6). In order to preserve
the sharp and clean strokes of the characters, neither histogram equalization nor Gaussian
smoothing are applied to the image. Both thresholds of the operator are set to the maximum value,
so that only the stronger edges are selected. Those settings proved to be the most appropriate for
all the dataset samples that have been used for testing.

3.3.2 Contour tracing

A classical border-following algorithm [42] is used to extract the contours of all the connected
components of the image in Figure 3.6. For each contour, the following spatial and geometrical
values are calculated and saved:

i. The position of the four vertices of the contour’s bounding rectangle.
ii. The orientation of the minimum area rectangle enclosing the component.

iii. The gaps between the contour and its closest left and right neighbors.
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iv. The x-height (the minimum value between the component’s width and height).

As already shown in the previous chapter (Fig. 2.13), the x-height is actually the distance
between the base-line and the mean-line of a character.

Figure 3-6: The result of Canny edge detection of the image in Figure 3.2

3.3.3 Connected components size filtering

Before proceeding further, the very small and very large components are removed (Fig. 3.7). Very
small components are those who have a width or height of no more than just one pixel. On the
other hand, both sizes (width and height) of those who are classified as very large are less than a
third of the image width.

3.3.4 Connected components position filtering

Next, the spatial information of the remaining components is used to distinguish between aligned
(at least one more component is at the same line and has the same orientation) and non-aligned
ones. The position of the four vertices of the contours bounding rectangles are used to determine
whether two adjacent components are aligned or not. The components are supposed to be aligned
if either their bottom or their top vertices are collinear. For example, the outlined region of the
image in Figure 3.7 contains aligned letters as well as a non-aligned component (highlighted with
red). Non-aligned components are removed at this step.

3.3.5 Contour filling

The aligned components are filled according to their x-height values, so that small ones have a
dark gray color while large ones are brighter (Fig. 3.8).
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Figure 3-7: Example of a non-aligned component inside the outlined area

Figure 3-8: Contours are color filled with respect to their size
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Figure 3-9: Result of morphological closing with dashes of the image in Figure 3.8

3.3.6 Morphological closing

In order to group adjacent characters into text strings, the image is morphologically closed.
Closing is actually a dilation with a structuring element followed by an erosion with the same
element. The element that is used is a short dash of width equal to the mean gap between
neighboring connected components. The result is an image that contains merged components that
can be either text or non-text (Fig. 3.9).

3.3.7 Non-text regions filtering

The candidate regions can be classified as either text or non-text assuming that adjacent characters
belonging to the same word have similar sizes, similar stroke widths and regular distances
between each other.

-l

Figure 3-10: High variance non-text (left) and low variance text regions (right)
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Based on the first assumption, regions with large variance are considered as non-text and are
removed. Since the fill color of each character depends on the x-height and since adjacent
characters of the same word have similar x-heights, text regions are expected to have little or no
variance in color (Fig. 3.10).
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Figure 3-11: Text region (green outline) and various non-text regions (blue/red/yellow)

According to the second assumption, holes inside text regions should be enclosed by lines of
uniform thickness distribution. Holes may be contained in some letters or may be formed during
the closing procedure due to merging of neighboring components. In both cases, text regions are
expected to have no or regularly sized holes surrounded by areas of nearly constant stroke width.
In Figure 3.11 an example of a non-text region containing a large hole and a few small ones is
marked with a yellow outline. Around the large hole there are areas of various thicknesses.
Regions that include holes are characterized as non-text and are removed from the image if they
break into several parts of different sizes after a single erosion.

The last assumption is used to detect and remove from the image less robust regions having a
non-uniform shape. A text region is expected to have a uniform (almost rectangular) shape after
closing. An example of a uniform text region is marked with a green outline in Figure 3.11.
Irregular spacing between non-text components leads to the formation of regions of arbitrary
shapes that can easily be identified. Figure 3.11 shows examples of small and large non-text
regions having non-uniform shapes, marked with red and blue outlines respectively.

Defining S as the set of all the regions in the image, the regions are characterized as non-text if
either their area (A) is less than two times their perimeter (P) or their area is less than half the area
of their convex hull (H):

Ai<2Pi Vi€S 1)

Hi>2A Vies @)

3.3.8 Text regions localization

Removing the non-text regions leaves the uniform and robust regions in the image that are
supposed to include only text. The outlines of the minimum area rectangles of the text regions are
drawn over the grayscale input image (Fig. 3.12). Since morphological closing has actually filled
the gaps between characters of the same word or characters between adjacent words of the same
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text line, localization is achieved in word and text line level. In case paragraph localization is the
goal, one more morphological closing is required in order for adjacent words and text lines to be
grouped into paragraphs.
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Figure 3-12: Text localization results for the image of Figure 3.2

Precision Recall
Kim’s Method 82.98% 62.47%
Yi’s Method 67.22% 58.09%
TH-TextLoc System 66.97% 57.68%
Neumann’s Method 68.93% 52.54%
TDM_IACS 63.52% 53.52%
LIP6-Retin 62.97% 50.07%
KAIST AIPR System 59.67% 44.57%
ECNU-CCG Method 35.01% 38.32%
Text Hunter 50.05% 25.96%
Proposed Technique 79.10% 64.80%

Table 3-2: Comparative results for ICDAR 2011 dataset

3.4 Experimental results

The algorithm has been implemented in C# language. The OpenCV library has also been used.
The system was evaluated on the ICDAR 2011 Robust Reading Competition dataset [79] and
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achieved a precision of 79.1% that is close to the best reported at the competition's paper [79] and
a recall of 64.8%, better than the participated methods. A much stricter methodology than the one
employed at the competition, has been used: all under and over segmentation text regions, as well
as the missed ones, are considered errors. The mean processing time was less than a second per
image. Comparative results are shown in Table 3.2.

Results of the application of the proposed text localization method on various scene image
samples of the ICDAR 2011 dataset are presented in Appendix Il while born-digital image
segmentation examples as well as a screenshot of the software are shown below.
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Figure 3-13: Application of the proposed method on various samples from the dataset
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CHAPTER 4 - A UNIFIED FRAMEWORK

4.1 Introduction

Although layout analysis methods achieve to extract most of the main text blocks and the titles of
the document image they often fail to detect text that may be contained in images (photos, logos,
graphs, banners etc.). This information is sometimes useful and should rather be extracted as well.
A text localization algorithm can be applied to the output images of the page segmentation step in
order to further segment them into text and non-text regions.

application. It also has an acoustic component

: o ¢ Figure 1. Speech
ricﬂc‘ur:d in the voice models the speech engine uses [ st
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cither unique per speaker or speaker-independent. US English specific resources

Figure 1 shows the resources the ViaVoice speech it AR s
engine uses during the recognition process (http://
www-3.ibm.com/softwarefspeech/devisdk_windows. Radioiogy docn iy
html). The domain-specific resources, such as the “cstartus’ daring a given
vocabulary, can vary dynamically during a given PSRRI
recognition session. A d:cr_.mnn application can modats, for exam-
rmmt:nhc spoken input dlre..:[ly into rhg docu- ple, dictation,
ment’s text content, a transaction application can transsction, or mal-
facilitate a dialog leading to a transaction, and a timedia indexing
mul:;mcd}mdmdcxmg application can generate Usnrvmca applications.
words as index terms.

Initerms  of ‘application: development; speech "‘""""’""
engines typically offer a combination of program- .
mable APIs and tools to create and define vocabu-
laries and pronunciations for the words they
contain. A dictation or n{uhimcdi;\ indexing appli- Speech :{)?r’::énns,
cation may use a predefined large vocabulary of Speech in engine oF Index
100,000 words or so, while a transactional appli- terms out
cation may use a smaller, task-specific vocabulary
of a few hundred words.

Although adequate for some applications, smaller _
vocabularies pose usability | ions by requiring Figure 2. VoiceXML
strict enumeration of the phrases the system can rec- Document architectural model.
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of spoken input, telephony, and mixed-initiative  servers, which can be external to the implementa-
conversations. tion platform, provide the dialogs. Document or
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Figure 4-1: A sample image of RCDL-2015 dataset containing block diagrams and text

In this chapter a unified technique is proposed that integrates the foreground analysis part of the
layout independent method for complex layouts presented in Chapter 2 with the fast and reliable
method for text localization presented in Chapter 3. The first one is used to segment the page in
text and image blocks while the second one is used to detect text that may be embedded inside the
images. Detailed experiments on two public datasets showed that mixing layout analysis and text
localization techniques can lead to improved page segmentation and text extraction results.
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No a priori knowledge of the page format and the images characteristics is required and there is
no limitation on character font, size, orientation and color. Morphological operations are applied
in order to connect neighboring components. Contour is simultaneously used for the extraction
and classification of images and text blocks. Edge detection and a set of criteria based on spatial
and geometrical features of the connected components are used for the detection of text embedded
in images (photos, logos, graphs, banners etc.).

The proposed technique and the included modules are presented in detail in Section 4.2, while
experimental results are presented in Section 4.3.

4.2 The proposed system

The proposed system is presented in Figure 4.2, while the detailed description of the tasks
follows. The method is applied on binary images. Therefore, the image is first transformed to
grayscale and then binarized using Otsu’s technique [43].

Grayscale Image

Binarization Edge Detection

Contour Tracing &
Filling

Non-Aligned
Edges Filtering

Closing

Text Blocks
Extraction

Non-Text Regions
Filtering

Text Words/Lines
Extraction

Image Regions
Extraction

Dilation i

----- Layout Analysis [----' «----| Text Localization ----

Figure 4-2: The proposed unified framework

4.2.1 Layout analysis

The binary image is inverted, so that foreground pixels are white while background is black. The
border-following algorithm used in the previous chapters [42] is applied to the image and the
external contours of all the connected components are detected. The contours are used to
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determine the size of the main body of small text characters (x-height). That is the distance
between the base-line and the mean-line of the lower-case letters as already mentioned. The
minimum size between width and height of most lower-case letters is equal to the main body.

Since most of the connected components in the document images of printed text are lower-case
letters, the main body can be easily calculated as follows: a) all the contours are classified
according to the minimum value between their bounding rectangle width and height and b) the
value of the most numerous class is considered as the x-height value of the document.

The contours of the connected components are filled before proceeding to the next step, in order
to better distinguish between the small text and the large text or image regions. The minimum size
of the bounding box will be the value of the filling color. The bigger the text, the higher this value
is. Contours of more than 255 pixels bounding box minimum size are filled with the maximum
available filling color that is 255. The result is a grayscale image, showing small text in dark gray
and bigger text and images in lighter color (Fig. 4.3).

Figure 4-3: The components of the inverted binary image (left) are filled (right)

Next, the grayscale image containing the filled contours is dilated by a square structuring
element (Fig. 4.4). The size of the structuring element is equal to one third of the main body
height, selected by experimental trial. This way the small letters are connected and form text
blocks. Smaller structuring elements result in partially connected text blocks, while larger ones
may result in overlapping blocks.

The border following algorithm [42] is applied again and the external contours of the connected
elements are detected. This time the contours are classified as dark, containing small text, and
lighter ones, containing large text or images. For each contour, the pixel values of the included
image region are calculated. If the region mostly contains pixels with values more than two times
the main body height, it's classified as large text or image. All other regions are considered as
main text blocks. All blocks are extracted and added to a new mask, the layout mask (Fig. 4.5).
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Figure 4-4: In order to connect small text, the image is dilated by a rectangular element

Figure 4-5: The layout contains small text (dark gray) and image (brighter) blocks

47



4.2.2 Text localization

The extracted images are further processed so that included or embedded text can be extracted as
well. As described in Section 3.3.1, the Canny operator [81] is performed first and the edges are
detected (Fig. 4.6). In order to preserve the sharp and clean strokes of the characters, neither
histogram equalization nor Gaussian smoothing are applied to the image. Both thresholds of the
operator are set to the maximum value, so that only the stronger edges are selected. Those settings
proved to be the most appropriate for all the dataset samples that have been used for testing.

German
| US English

Journalism domain

Radiology domain

“cstartus” domain

l User voice

Speaker-independent
voice model

;o
\/ Words,

Speechin —»|  SPeech commands,
engine or index
terms out

Figure 4-6: Canny edges (right) of the block diagram (left)

The border-following algorithm [42] is used to extract the contours of all the edges. For each
contour, spatial and geometrical values are calculated and saved: i) position of the four vertices of
the contour’s bounding rectangle ii) orientation of the minimum area rectangle enclosing the
component iii) gaps between the contour and its closest left-right neighbors and iv) the minimum
value between the component’s width and height (x-height).

Before proceeding further, the very small and very large components are removed. Very small
components are those who have a width or height of no more than just one pixel. On the other
hand, the maximum size of those who are classified as very large is less than a third of the image
width. Moreover, the spatial information of the components is used to distinguish between aligned
(at least one more component is at the same line and has the same orientation) and non-aligned
ones. The position of the four vertices of the contours bounding rectangles are used to determine
whether two adjacent components are aligned or not. The components are supposed to be aligned
if either their bottom or their top vertices are collinear. Non-aligned components are also removed
at this step (Fig. 4.7).

The aligned components are filled according to their x-height values, so that small ones have a
dark gray color while large ones are brighter. In order to group adjacent characters into text
strings, the image is morphologically closed. The element that is used is a short dash of width
equal to the mean gap between neighboring connected components. A single erosion is performed
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after closing so that very thin components are filtered out. The result is an image that contains
merged components that can be either text or non-text (Fig. 4.8).

(R

Figure 4-8: Closing with dashes followed by erosion (right) of the filled contours (left)

Assuming that adjacent characters belonging to the same word have similar sizes, similar stroke
widths and regular distances between each other, less robust regions with non-uniform shapes and
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high color variance are classified as non-text and are removed. Bright regions with small size are
also removed. Figure 4.9 shows the segmentation result of the page in Figure 4.1 using the unified
approach presented in this chapter.
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4.3 Experimental results

The algorithm has been coded in C# language. The morphological operations, the contour finding
functions and the Canny method implementation of the OpenCV library have been applied.
Scanned pages from different newspapers and magazines in Russian [82] as well as the RDCL-
2015 dataset of ICDAR 2015 competition [31] were used for testing. The results have shown that
the method detects accurately more than 95% of the page components in less than four seconds
per page. The text localization part of the algorithm performs very well in regions where the
layout analysis fails. On the other hand, the layout analysis part can extract the major text and
non-text blocks of the image much faster, keeping the mean processing time low. In most of the
cases the combination of layout analysis and text localization gave significantly improved results
with a very small overload compared to the layout analysis method alone.
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Figure 4-10: A page with gradient background and overlapping text and graphics regions

Figure 4.10 shows an example of a page with gradient background and overlapping text and
graphics regions that cannot be segmented using classical layout analysis techniques. The text
localization algorithm achieves however to extract all the textual information from the image (Fig.
4.11). Figure 4.12 shows another example where images with embedded text are included.
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Although the layout analysis algorithm fails to detect the text inside the image frames and also
misses some text lines of the main text blocks (Fig. 4.13), the text localization step extracts all the
embedded and missing words (Figs. 4.14-15).
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Figure 4-12. A page with images containing text
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Figure 4-14: Segmentation of the page in Figure 4.12 using the proposed technique
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CHAPTER 5 - WORD SPOTTING

5.1 Introduction

The word spotting procedure is inspired by speech processing and it was introduced in Document
Image Processing in order to facilitate the information retrieval in cases that the perfect results of
OCR cannot be achieved. Those can be the cases e.g. of documents that are degraded or they
include languages or symbols too rare to warrant to worth OCR training. In the case of historical
documents both can happen at the same time.

A classical word spotting methodology can include all or any of the procedures shown in Figure
5.1. In this work, a retrieval system for the Archive of the Government Gazette of the Principality
of Samos, a Greek island, ex-autonomous regime under the suzerainty of the Ottoman Empire, is
developed. At the General State Archives records (GSA) of Samos lies the complete set of copies
of the Government Gazette of the Principality of Samos from the first year of the registration
(1894) until the end of the Principality of Samos regime (1912). The Gazette was the official
organ of the Administration of the Principality of Samos and therein were published laws,
decrees, circulars, court actions and deeds like auctions. Apart from this official part, at that time,
were also published the speeches of the liege lords, the minutes of the General Assemblies of
Plenipotentiaries (i.e. the local parliament) and short reports on various topics. In total, there is
one volume per year (19 volumes) and the amount of pages can vary from 250 to 750 pages per
volume. Nowadays, this material is found in the GSA of Samos and this is the only existing full
hard copy of this archive. Moreover, there is an already digitalized version that was used in order
to build a system that will perform automatic retrieval every time that a Samian citizen wishes to
look for something in that archive. The bad quality of the scanned archive (Fig. 5.2) prohibited
the use of the common approach of Figure 5.1.

Binarization
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Noise Removal

i

Deskewing, etc.
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Line Segmentation

—

Word
Segmentation
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Feature Extraction

—

Classification

—

Indexing

Figure 5-1: The modules of a traditional word-spotting approach

55



The contribution of the present work consists of:

i. The trial of a simplified word spotting system that is based mainly on picture processing
techniques instead of pattern recognition, skipping segmentation and clustering and using the
words as compact shapes.

ii. The creation of a small ground truth set of old Greek documents with common problems,
available to the scientific community,

iii. A system that will make easier the research and study of the rare Archive of the Government
Gazette of the Principality of Samos.

In the Section 5.2, a short summary of the state of the art is given. The proposed methodology is
presented in Section 5.3, while in Section 5.4, retrieval results are presented for the above
mentioned collection, as well as for a Google book in order to give more objective results. Some
comparative results are also given for a traditional system, similar to the one presented in Figure
5.1.

5.2 State of the art

Many nice works have been proposed in the past for historical document retrieval, printed or
handwritten, based on the common approach shown in Figure 5.1 or parts of it [83-85]. However,
all of the above mentioned works use the segmentation stage, mostly up to word level. In the
cases that the quality of the paper, the ink or the scanning is not in a perfectly well condition, the
segmentation procedure can reduce the success rate of Word Spotting. Thus, several free-
segmentation Word Spotting approaches have also been proposed, lately. Gatos and Pratikakis
apply segmentation-free word spotting to printed Historical Documents by localizing salient areas
and matching extracted features for several skews and scales [86]. Farrahi Moghaddam and
Cheriet present, at the same conference, another line and word segmentation-free methodology,
that is based on connected component feature extraction, DTW and Euclidean Distance [87].
Leydier et al. also present a segmentation free word retrieval technique using zones of interest and
guides on which they perform cohesive matching [88]. Moreover, they allow the synthesis of the
query. Rusinol et al. present a segmentation free word spotting technique, appropriate for
heterogeneous document collections, using feature extraction on patch level [89]. Zagoris et al.
apply a MPEG-like descriptor containing conventional contour and region shape features [90].

5.3 The proposed system

The above mentioned archive presents some special characteristics due to its scanning that it
took place several years ago by non-specialists:

o the resolution is low, just 200 dpi,

o the pages, newspaper size, are scanned two at the time (Fig. 5.2),
o unevenly lighted image (Fig. 5.2),

o lightly skewed part of the image (Fig. 5.2),

e old printing of bad quality (Fig. 5.3),

o the language in use (Fig. 5.3) is an older version of Greek with a lot of accents, that are not
used at the moment and it is difficult to find appropriate OCR software.

The bad quality of printing and scanning (Fig. 5.3) proved to be a very problematic situation
during the application of the known techniques, even after trying to improve them. The low
performance of each task, due to the special problems, was accumulated to the whole giving a
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lower final result. The necessity to keep the system as simple as possible with a minimum number
of modules was soon realized.
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Figure 5-3: Detail from the archive

The proposed system appears in the Figure 5.4. It consists of simple procedures of image
processing. First, adaptive thresholding is applied to the image using as threshold the mean of the
9x9 neighborhood. Figure 5.5 shows the result of adaptive thresholding of the image in Figure
5.2, compared with the result of a typical binarization technique, Otsu’s thresholding [43]. Next,
the main body of the text, although no segmentation is performed, is estimated by the query, using
the technique mentioned in Kavallieratou et al. [91]. Unfortunately, this limits the retrieval in the
words that fit the size of the query.

Instead of extracting feature vectors from the query and the document images, the whole query
is kept and the document image is scanned to find the specific query, without applying any
segmentation. In order to get rid of unnecessary details and smooth small differences in skew and
scale, the query is transformed into more compact shape by normalization. The normalization
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consists of applying opening to the image with an elliptical structuring element of the size of
[word main body] x [word main body x 0.5]. The same normalization is applied to all document
images. This normalization that takes about 5 secs / image 3300x4500 pixels (Fig. 5.2), can be
applied once to all document images and be kept stored for the future queries. Several examples
of the normalization procedure are shown in Figure 5.6.
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Figure 5-4: The proposed word spotting approach
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Figure 5-5: Adaptive thresholding (left) vs. Otsu’s thresholding (right)

Each query could be selected by the user or uploaded by an image file. Although synthesis was
also considered, as it is described in Leydier et al. [88], the results were worse due to the bad
quality of printing that results no standard relative position, in vertical direction and, the
characters and the accents, that are not all present in the modern Greek. After the normalization,
the query image is applied to every pixel of the image (left-upper corner) and is compared with
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the corresponding part of the image, using the Sum of Squared Differences (SSD) matching
algorithm:

h[m, n] :z(q[k,l]— Im+k,n+1])% ,

where | is the page image and q the query image.

In Sum of Squared Differences (SSD), the differences are squared and aggregated. Finally, if the
similarity is large enough, the corresponding page is retrieved.
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Figure 5-6: Examples of the normalization procedure
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Figure 5-7: A screenshot of the implemented system
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5.4 Experimental results

Visual C# and OpenCV were used to implement the thresholding, the opening filter and the SSD
matching algorithm. The system shown in Figure 5.7 can look for a query (image of text),
selected by the user or uploaded by file, in a collection or the selected images of it (upper list).
The modules of the methodology, described above, can be applied separately or all together
(compare button). The similarity accuracy can be selected by the user (slider Fig. 5.7) and the
retrieved images will be presented in the lower list.

In order to perform experiments on the proposed system, ground truth results were extracted
from 15 scanned images of the Greek archive, that is 30 document pages, by human reader, for 10
queries. Words of different sizes (in characters) were included. In Table 5.1, the queries are
shown, next to an explanatory note and the amount of times they occur in the ground truth
sample.

Moreover, a google book, A sermon preach'd before the king [92], was also used in order to
extract more objective results with OCR text provided by Google. The book consists of 44 pages
and it was published in 1675. In this case we used the book binarized images as provided by
Google. A sample image is shown in Figure 5.8. The book, although carefully binarized, includes
a lot of noise and an older version of alphabet symbols (Fig. 5.9).

Queries Translation/note Occurrences
N'ﬁ:‘ﬁm Island, in dative 10
i L}
Y Ay Year (gen), 33
£T0us (gen)
often met in dates
Eé[&O‘J the name of the island (gen) 58
B ’ the name of the capital (gen) 73
aleo-
. ’ Tax office 5
Egozeia
'OU.'J::&;‘ICD; Unanimously 16
v : often met in decisions
¢ H &LI.O‘I!Z';' Hegemonic, reference to the 10
T ' ! island
a'n_u.m':p‘!dil auction, 18
often published
t\' g, " v we order, 21
o A’J"J‘U-f. often met in decisions
tveaxs, 3153700 90oth, 21
often met in dates

Table 5-1: Greek archive’s queries, translation and occurrences in the ground truth sample
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In order to evaluate the proposed system, precision (1), recall (2) and F measure (3) were used:
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Figure 5-8: Sample page in original and binary from Google books
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The results for the Greek documents are presented in Table 5.2, while the comparative results for
the Google book can be seen in Table 5.3. In the case of Google book, it should be mentioned,
that from the list of occurrences in Google typed text, the occurrences in italics have been
excluded, while the occurrences that include the query have been added e.g. teachers for teacher,

etc.
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Figure 5-9: Detail from the Google book

Since Greek is an inflectional language, for each noun several similar word forms can be found
(dative, genitive, accusative, etc.). This is obvious in the results like Nfjcw (dat.), Zapov (gen),
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nyepovikn (acc.), etc., however they were not considered correct, although it could be useful in
many cases. This could be one of the reasons that the results in English text are higher, plus the
fact that the Google documents are scanned in 600 dpi while the resolution of the Greek

documents is just 200 dpi.

CPU Similarity > 85%
Queries time/ False Positives
page Precis.% | Rec.% | F meas.%
(sec)
N'}:"'b) N#s:v Ngay
i 8 473 22.5 90 36 , A
o -
E°0U5 2.59 100 | 62.85 77.19
Zapoy Zipy Zdmot
11.23 | 85.71 | 41.37 55.81 Saux
Balio- '
- 5.04 100 | 30.13 46.31
‘Ezozeia "Beézwy
? o 13.88 | 83.33| 100 90.90 ot
* ’ L] .

- [ & 4GLY
CULTWVIS 1506 | 94.44| 100 97.14 ey
‘Hysuovinr, Bshoney,

) 126.98 | 18.03| 100 30.55 Hyepovizod
T , druomsatnh
375.“0--(3‘1’3“'- 1157 | 83.33 | 83.33 83.33 TS
by ’ SwatrocLuey
= hy
ORTATTOREY | 1190| oa73| 100 97.29
dvearn T30 9.74 100 | 28.57 44.44 i

Table 5-2: Experimental results for Greek documents

CPU Similarity > 85% Google
Queries time/per | Precision Recall Fi1 OCR | False positives
page (occur.)
(sec)
LﬁW 0.12 100 | 66.67 80| 3 -
CVil 5.56 88.89 | 100| 9411 8 ;ivil
WOl'ldr 9.81 100 | 66.67 80| 24 -
dangel' 5.60 100 90| 9473| 10 ;
tcachcr 6.17 100 100 100| 2 -
ridiculous 6.50 100 | 66.67 80| 3 -
APORT*ﬁC 7.90 100 | 66.67 80| 3 -
confc equences| gos 50| 100| 66.67| 1 | conlfequence
dil: advaﬂtages 6.72 10| 100| 100| 2 -

Table 5-3: Experimental results for Google book
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The computational cost shown in Tables 5.2 & 5.3 under CPU time/per page (sec) concerns the
system implemented as mentioned in Section 5.3. In the first experiments in Matlab, the
computational cost could reach double or triple depending on the query size. In those cases an
extra trick was introduced in order to reduce the computational cost. The images were scanned
every 2-3 pixels, instead of every pixel, depending on the image resolution, in order to reduce the
computational cost. However, this were not considered necessary in the implemented system (Fig.
5.7) since the computational cost is much lower. This solution is kept in mind for larger
collections.

Finally, in order to give comparative results with a traditional word-spotting system, the system
described in Doulgeri and Kavallieratou [93] was used. This system is very similar to the
traditional ones [83-85], since it includes more of the stages described in Figure 5.1. For the
experiments, the parameters, as they were proved better in the paper, were used for that system.
That is, synthesized words in 300 dpi, bold Times New Roman, interpolation of 175 points and
smoothing of 5 points. Since the mentioned, in that chapter, books were not available and the
application of the traditional system to the ones mentioned here was impossible due to failure in
segmentation, ten pages were used from the Google Book entitled The Medico-chirurgical Review
and Journal of Medical Science that was published in London in 1826 (Fig. 5.10). Four samples
were selected from the ones synthesized for the paper, and the pages were selected in order to
have at least two occurrences for each of them. Both systems were applied, as they are described
at the corresponding papers. The results are presented in Table 5.4.
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1827.] B on the Ve Circulation. 848 1827.] Barry on the Venous Circulation. 343
scended during expiration, there was an oscillation of the fluid up-
wards, which seemed independent of respiration, but could not be
observed during inspiration, b then it was confounded with
the general motion of the liquid upwards. This third movement was
acknowledged by my friend Mr Bennett, an anatomist and physio-
logist, as distinguished as he is modest.

¢In the case of exception, the horse was in the last stage of ex-

haustion. The pulsation of none of his arteries could be felt, and haustion. The pulsation of none of his arteries could be felt, and
the liquid continued to flow upwards from the beginning to the end the liquid continued to flow upwards from the beginning to the end
of the experiment, without any i .ot and thid SRR RS of the experiment, without any intermission, and this whether he
Whs placed upon his back or his side. pp. 20, 21. was placed upon his back or his side.” pp. 20, 21.

The fourth experiment relates to, and is intended to con-
firm some remarks of our author, meant to show that the
venous circulation of the lungs, is carried on by means of at-
mospheric pressure, as well as that of the system ;tln-p.
He endeavours to prove that by means of certain motions
taking place in particular parts of the contents of the chest
during inspiration, a vacuum is créated at the roots of the
pulmonary veins, which, combined with the pressure of the
air rushing into the bronchie at the same time, causes a col-
lection of the blood in the roots of the pulmonary veins.

scended during expiration, there was an oscillation of the fluid up- -
wards, which uemed |ndependen! of respiration, but could not be
observed during i b then it was confounded with
the generdl motion of the llqmd upwards. This third movement was
acknowledged by my friend Mr Bennett, an anatomist and physio-
logist, as distinguished as he is modest.

¢In the case of exception, the horse was in the last stage of ex-
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The fourth experiment relates to, and is intended to con-
firm some remarks of our author, meant to show that the
venous circulation of the lungs, is carried on by means of at-
mospheric pressure, as well as that of the system at large.
He endeavours to prove that by means of certain motions
taking place in particular parts of the contents of the chest
during inspiration, @ vacuum is créated at the roots of the
pulmonary veins, which, combined with the pressure of the
air rushing into the bronchie at the same time, causes a col-
lection of the blood in the roots of the pulmonary veins.

This at least is his theory, so far as we were able to com- | This at least is his theory, so far as we were able to com-
prehend it. We must confess, however, that there is about prehend it. 'We must confess, however, that there is about
it an obscurity and improbability which may have prevented it an obscurity and improbablh}y vyhu:h may_have prevented
us from thoroughly understanding it. To this point we shall us from thoroughly understanding it.  To this point we shall
direct our attention hereafter. ' direct our attention hereafter.

In the fifth experiment, in which the author returns to the In the fifth experiment, in which the author returns to the
subject of the genetal venous circulation, a glass globe, hav- subject of the genetal venous circulation, a glass globe, hav-
ing openings with projecting tubes at opposite points of its R | ing openings with projecting tubes at opposite points of its
surface, was made to form part of the course of the jugular " surface, was made to form part of the course of the jugular
vein ; the tubes at each end being connected with the divided vein ; the tubes at each end being connected with the divided
ends of the vein above and below, so that the blood must ends of the vein above and below, so that the blood must
pass through the globe on lts way to the heart. The blood, pass through the globe on its way to the heart. The blood,
as soon as this communication was blished, passed freely as soon as this ication was established, passed freely
into the globe, and through it into the chest. In the follow- | into the globe, and through it into the chest. In the follow-
ing passage, Dr Barry describes the appearances which he ing passage, Dr Barry describes the appearances which he
observed during this experiment. | observed during this experiment.

¢1 now carefully washed the outside of the glass, and placed | ¢1 now carefully washed the outside of the glass, and placed

scnaidll —_
o

Figure 5-10: Page in original from Google books and binary from Doulgeri [93]
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Proposed System Doulgeri
e Oeeu. | o five | positue. | posiie | pitive
Close 3 2 1 3 1
Difficult 2 2 2 2 0
English 3 3 0 2 2
Habit 2 1 0 2 0

Table 5-4: Results on the Google book, for the proposed and the Doulgeri [93] systems
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CHAPTER 6 - CHARACTER SPOTTING

6.1 Introduction

The document image retrieval is an easy case when the recognition problem is solved for the
document e.g. successful OCR. However, this is not the case of handwritten document images,
especially when it concerns historical document images. As described in the previous chapter,
word-spotting is a proposed solution for such cases, where template based methods match a query
word image with labeled keyword template images. Since this require the existence of the word
images, more recent systems of word-spotting proposed techniques of using text queries.

In this chapter, a novel procedure is presented for text retrieval. It supports text queries while it
can be used for any language or set of characters by easy training. The work is fully inspired by
the word-spotting technique described in Chapter 5. In that work, queries by example are fully
matched to the document images, after normalization. This technique was applied to a collection
of bad quality historical printed documents with better results than the existed techniques.
However, the results were not equally good for handwritten documents due to the variety in
writing style. The entire shape of word can be affected dramatically by a little wider or slanted
character and the simulation is not obvious anymore.

In this work, the word image is broken in characters and overlaps as well as spaces between
them are allowed making the procedure much more robust. The proposed system requires text
queries instead of image queries.

In the Section 6.2, a short summary of the state of the art is given. Next, in Section 6.3, the
proposed system is presented, while in Section 6.4 some initial results are given on a common
database for word-spotting, the letters of George Washington.

6.2 State of the art

Manmatha et al. first proposed two techniques for matching words [94]. Other features based on
global image characteristics have been proposed. Zhang et al. presented an effective and efficient
approach for word image matching by using gradient-based binary features [95] while Rothfeder
et al. presented an algorithm that matches word images by recovering correspondences between
image corners, which have been identified by the Harris detector [96] (Fig. 6.1). A set of
biologically inspired features formed by a cascade of Gabor descriptors was proposed by van der
Zant and Schomaker [97]. Srihari and Ball used global word shape features as the similarity
measure between the query and the candidate words [98].

Al o eann fli‘i_;.(io RKMxM

Figure 6-1: Harris corners (up) and recovered correspondences (down) [96]
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Bhardwaj et al. presented a system that accepts a query in the form of text from the user, extracts
moment based features from word images, stores them as index and finally uses a cosine
similarity metric in order to return the word images that are most similar to the query [99].
Leydier et al. proposed another word-retrieval technique that allows the search of words entered
by the user based on differential features that are compared using a cohesive elastic matching
method and on zones of interest in order to match only informative parts of the words [88,100].
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Figure 6-3: The feature extraction process of Rodriguez and Peronnin [106]
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Kolcz et al. proposed the use of the Dynamic Time Warping (DTW) method (often used in
speech analysis) for nonlinear sequence alignment [101]. Rath and Manmatha presented an
algorithm that applies DTW to compare sets of 1-dimensional features created by segmented
word images [102]. Adamek et al. proposed DTW to align convexity and concavity features
extracted from contours [103]. Terasawa and Kanata proposed an extension of DTW that allows
matching keyword templates with complete text lines by using a gradient distribution based
feature with overlapping normalization [104]. Wang et al. presented an approach based on
skeleton graph representation (Fig. 6.2) of the word images combined with DTW as the similarity
measure [105].

Figure 6-4: Keypoints found in a query image using the detector for SIFT [107]

Many authors from the document analysis field apply keypoint matching techniques to the
problem of keyword spotting. Rodriguez and Peronnin presented a method based on local gradient
histogram features (Fig. 6.3) inspired by the SIFT keypoint descriptor [106]. Zhang and Tan
proposed a segmentation-free method that applies the keypoint detector for SIFT (Fig. 6.4) to
locate keypoints on the document pages and the query image, then extracts Heat Kernel Signature
descriptors from a local patch centered at each keypoint and finally finds local zones which
contain enough matching keypoints corresponding to the query image [107].
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Figure 6-5: Bag of Visual Words representation by Shekhar and Jawahar [108]

In order to avoid exhaustively matching all the keypoints among them, the classic bag-of-words
paradigm from the information retrieval field was reformulated as the Bag-of-Visual-Words
(BoVW). Rusinol et al. proposed a patch-based framework where patches are represented by a
bag-of-visual-words model powered by SIFT descriptors [89]. Shekhar and Jawahar also
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presented a BoVW based approach (Fig. 6.5) that uses SIFT descriptors at interest points as
feature vectors [108]. Aldavert et al. presented a query-by-string method that combines textual
representation of the word images, formulated in terms of character n-grams and visual
representation based on the BoVW scheme [109].

Learning-based methods employ statistical learning to train a keyword model that is then used to
score query images. Choisy presented a keyword spotting system based on the NSHP-HMM that
allows to dynamically create global word models from letters models and do not require any
writing segmentation [110]. Perronnin and Serrano proposed the Fischer kernel framework [111]
as well as a statistical framework which employs hidden Markov models (HMMs) to model
keywords and a Gaussian mixture model (GMM) for score normalization [112] and one more
method based on semi-continuous HMMs (SC-HMMs) [113]. Rothacker et al. proposed a
segmentation-free framework based on Bag-of-Features HMMs that use statistics of local image
feature representatives [114].

When the learning-based approach is applied at character level, a word spotting system obtains
the capability to spot arbitrary keywords by concatenating the character models appropriately.
Edwards et al. proposed a statistical model based on a generalized HMM that uses only one
instance of each letter in the manuscript for training [115]. Chan et al. also presented a character-
level segmentation-based approach that utilizes gHMMs with a bigram letter transition model
[116]. Thomas et al. considered entire text lines as an indivisible entity and modeled them with
Hidden Markov Models [117]. Fischer et al. presented a lexicon-free word spotting system based
on character Hidden Markov Models where arbitrary keywords can be spotted without pre-
segmenting text lines into words [118].

Hidden Markov Models are the most widely used techniques to model the keywords' sequential
features although other machine learning approaches such as Neural Networks have also been
used in the keyword spotting domain. Frinken et al. presented two systems based on a
modification of the CTC Token Passing algorithm in conjunction with bidirectional long short-
term memory neural networks (BLSTM-NNSs) [119] and a recurrent neural network [120].

Labeled word images Fisher Vectors
Sve r::jcr'\e everyone feoc ko (;: knowledge Images
- Training
test b samples
Ll\ eales greatest ?h&—s Y eank  president

Attribute /
model

eetin | meetings avadtess slightest PHOC

Training
labels

U”‘t%ﬂ"‘li vineyards /‘7":‘"'/‘/7“ journey
Transcriptions

Figure 6-6: The training process for the method proposed by Almazan et al. [121]

Almazan et al. proposed a method where character attributes are used to learn a semantic
representation of the word images and then a calibration of the scores with Canonical Correlation
Analysis (CCA) is performed that puts images and text strings in a common subspace [121].
Figure 6.6 shows the training process for the i-th attribute model. A classifier is trained using the
Fischer vector (FV) representation of the images and the i-th value of the pyramidal histogram of
characters (PHOC) representation as label. Howe presented a technique where a flexible inkball
generative model for word appearance, derived from the query image, allows for Gaussian
random-walk deformation of the ink trace in two dimensions and fitting the query models to the
target page images to find locations where there is a good (low-deformation) match [122]. Results
from the above two techniques, as well as from the methods presented in [88,100] are reported in
the ICFHR 2014 Competition on Handwritten KeyWord Spotting paper [123].
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6.3 The proposed system

Text query

Next char

Document

Images

Figure 6-7: The proposed retrieval procedure

As already mentioned, the idea is fully inspired by the word-spotting procedure, described in
Chapter 5. In that chapter, word-spotting was performed by matching patterns of images. The
technique was applied to historical documents of printed text, considering the similarity between
the normalized example-query and the corresponding area that started on every pixel of the
normalized document images. One disadvantage was the query-by-example; another was the use
on handwritten documents due to the big variety of writing style.

In Figure 6.7 the proposed procedure is presented. Next, the training procedures of the proposed
system, as well as the rest modules are described in detail.

6.3.1 Training procedure

The system described in Chapter 5 was used for the training of the proposed technique, after
several modifications:

o The system was spotting by example, queries of characters selected by the user.

e This time only the black pixels were considered to count similarity. Accepted were
considered the areas with similarity over 70%.

o The system was modified to accept several examples in the same query, in order to include
all the different styles of a character.

o The results of the query were saved altogether in bmp form, named after the symbol given
by the user e.g. h, and an increasing number e.g. h2.bmp, h3.bmp, etc.

o The user can choose the results he wishes to keep.
o The user can clean up manually the noisy strokes e.g. of overlapped characters.

In Figure 6.8, the system for training after the modification is shown, while in Figure 6.9,
examples of characters are listed.

69



At this stage, similarity over 70% was also taken into account, in order to keep the most similar
areas.
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Figure 6-8: The training system

6.3.2 Document image / character correlation

In this step, one image is created for each character of the text query, presenting possible areas
of the character in the document image.

A/ P A

d29

cé dé o z

d30 d31 d32 d33
2 < c &
d34 el e2 e3
< 4 < 2
v ed e5 e6 e7 v

Figure 6-9: Several character samples

After the correlation of each sample (Fig. 6.9) with a document image, all the possible areas of
the character are kept. Possible areas are considered the areas that after correlation with a
character sample, present similarity over 70% with the specific sample. The possible areas for a
certain character of the query are all the possible areas for all the samples of the characters. If a
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pixel is possible area for more than a sample, the sample that presents maximum similarity is
considered.
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Figure 6-10: Possible areas for character ‘t’

"

Although, the samples belong to the same character, they can differ in size (height or width).
These dimensions are important to calculate the possible area, after the correlation, starting from a
pixel of the image. These small differences also can create small mistakes in the calculation of the
possible areas and the coloring of the corresponding image.

In Figures 6.10 & 6.11, the possible areas for the characters ‘t” and ‘h’ are shown, respectively.
The simplest the character the most false positives creates. The character ‘t’ that could be written

in many cases as a vertical stroke, skipping the horizontal line can be matched to every vertical
stroke.
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6.3.3 Character image combination

Thus, the combination of the correlation images for all the characters of the query, will give the

final results. In order to succeed that, several simple rules are applied:

i. The correlation images of the characters of the query should all include consecutive possible

areas in the

ii. The possible areas are allowed to be overlapped up to half character width with the previous

same order as the characters in the query.

character, in order to cover touching characters.

iii. The possible areas are allowed to have gap up to half character between them, in order to

cover distant writing.
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Figure 6-11: Possible areas for character ‘h’
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After localizing the areas that cover the previous rules in the document image, the borders of the

words are estimated by looking for white areas around or almost white (10% black pixels can be
crossed as foreign ascenders or descenders).

In Figure 6.12 a result of the retrieval of the query ‘that’ is presented. This is a good result since
the technique found all the words in the specific document image and only a wrong one.
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Figure 6-12: Retrieving the query ‘that’

6.4 Experimental results

The proposed technique could be used as alternative to word-spotting, but more robust and easy
to be trained for different languages and other sets of symbols. Experiments were performed on
the dataset of George Washington’s letters [124]. That dataset has been used in many word-
spotting systems, performing even more than 90%. Unfortunately, this is not the case of the
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proposed system. In an experiment were only the last letter was used for the training of the system
and all the words of the letters as queries, the recall was 76,32% and the precision 64,29%.
However, no normalization processing or other corrections have been applied to the document
images, while the success rate for different work varies a lot. In general, longest words give better
results while the presence of ascenders and descenders also improve the results even for short
words as in Figure 6.12.
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CHAPTER 7 - CONCLUSIONS

Although many alternative approaches can be found in the literature, the tasks of document image
segmentation and text localization are still considered open problems. As stated in the Final
Report of the Europeana Newspapers project [125]: [...In terms of layout analysis capabilities
there is still room for improvement and any progress in this area could have a great impact on the
usefulness of OCR results...] Especially for historical newspapers and other historic documents,
there is increasing interest and demand for fast and reliable analysis and text retrieval techniques.

Since most of the documents of the pre-digital era are not fully digitized yet, a huge amount of
documents are expected to be available for processing the next years. The Wikipedia article for
newspaper digitization [126] reports that: [...Newspapers preserve a rich record of the past, and
since the advent of digital media, many institutions across the world have began to digitize them
and make the digital files publicly available. However, over 90% of newspapers remained
unscanned in 2015...].

As already mentioned, newspapers commonly suffer from poor OCR outputs because OCR
engines don’t like their column-style layouts. Those layouts also cause difficulties because they
may contain illustrations as well as changes in font type, size and orientation. Moreover, old and
partially damaged documents can hardly be segmented sometimes. This work has focused on
those issues and has suggested novel page segmentation and text localization methods for the
analysis of such documents. Since it is computationally very expensive to retrieve all the textual
information from large collections, word-spotting and character-spotting techniques have been
proposed as well. Those techniques bypass the segmentation steps and directly spot specific
words in the database.

In Chapter 2, a hybrid technique for document image layout analysis has been presented. The
technique is appropriate for colored and complex layouts of newspapers and journals, while no
previous knowledge of the document is required. Morphological operations were applied to both
the foreground and the background, in order to connect neighboring components and separate
lines/columns. The contour was used for the extraction and classification of images and text
blocks. A subtask for complex binarization is included, using regional band thresholding. This
technique can be applied to pages with any background and foreground colors, resulting an
improved binarized image, even if various backgrounds are used in the same collection or image.
First, the background is processed in order to localize long white columns and rows that are used
as separators during the foreground processing to split overlapped components and improve the
page segmentation results. Next, the foreground analysis is applied to the inverted image. Finally,
the segmented areas are classified to text, image or title blocks. The algorithm has been coded in
C# language, using the OpenCV library. In order to give comparative results, the RDCL-2015
dataset of ICDAR 2015 competition was used. The results are promising, better than the
commercial software mentioned in the competition and very close to the top ones.

In Chapter 3, a fast and reliable hybrid method for text localization in complex images has been
proposed. No a priori knowledge of the image characteristics is required and there is no limitation
on character font, size, orientation and color. First, the Canny operator is used for edge detection.
Then, morphological operators are applied in order to connect neighboring components. Finally, a
set of criteria based on spatial and geometrical features of the connected components are used for
discriminating between text and non-text regions. The algorithm has been implemented in C#
language. The OpenCV library has also been used. The system was evaluated on the ICDAR 2011
Robust Reading Competition dataset and achieved a precision close to the best reported at the
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competition's paper and a better recall than the participated methods. The mean processing time
was less than a second per image.

In Chapter 4, a mixed layout analysis and text localization method has been presented. It is
appropriate for colored and complex layouts of newspapers and journals, while no previous
knowledge of the document is required. Morphological operations were applied in order to
connect neighboring components. Canny edge detection and contour tracing were also used for
the extraction and classification of text and non-text regions. The algorithm has been coded in C#
language, using the OpenCV library. Evaluated on samples from two public datasets, the system
achieved state of the art results in terms of both accuracy and speed. The text localization part of
the algorithm performs very well in regions where the layout analysis fails. On the other hand, the
layout analysis part can extract the major text and non-text blocks of the image much faster,
keeping the total processing time low. In most of the cases the combination of layout analysis and
text localization gave significantly improved results with a very small overload compared to the
layout analysis method alone.

In Chapter 5, a system of word spotting has been presented and evaluated. The system proposes
a simplified methodology that omits many tasks of the traditional word spotting approach. As
preprocessing, it only requires a thresholding and it is a segmentation-free approach. Moreover, it
does not include feature extraction and clustering or classification stages. The comparison and
matching procedures are performed by image processing techniques. The proposed system was
applied to a collection of Greek document images of the Government Gazette of the Principality
of Samos, that are kept at the General State Archives records (GSA) of Samos. Moreover, it was
also applied to a Google book of the 17th century, in order to compare results based on the OCR
text provided by Google. Finally, some examples are presented for the same queries from the
proposed system and an older one, that includes segmentation and classification.

In Chapter 6, a novel text retrieval technique has been presented that is inspired by word-
spotting but it could make it more robust and general, as well as more easily adapted to different
languages. The proposed technique is performing character spotting instead of words. This way
character overlapping can be considered while samples from different writing style can be
combined. Although the results of the proposed technique are not yet better than the best word-
spotting systems, it can be easily improved, just applying usual technique of normalization and
document image processing. In future plans, the improvement of the system includes the trial of
document image processing techniques and the application to more datasets and even the
consideration of more samples than just those from a single document image page.

For the future, the evaluation of the above methods on more datasets is planned. Moreover, the
application and testing of the algorithms on similar computer vision problems is also considered.
Two such problems are:

i. The segmentation of comic page images.
ii. The localization of text in video frames.

Appendix | includes segmentation results of scanned comic page images. The images are
segmented into storyboards using a slightly modified version of the layout analysis method
described in Chapter 1. Only the background analysis steps as well as the contour tracing and
lines detection steps of the foreground analysis have actually been applied. The purpose of the
segmentation of comic page images is mainly to produce digital comic documents for mobile
devices [127-130]. More experiments are planned in order to evaluate the algorithm on more
layouts and explore the possibility of text extraction from the balloons as well, in combination
with the text localization method of Chapter 3.
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Results of text localization in video frames are included in Appendix I1l. The importance of the
extraction of textual information from videos as well as various proposed techniques are
described in the literature [45,48-52,57,64]. The text localization method presented in Chapter 3
has been applied here in order to track text in videos. Further improvements are planned, so that
the method can perform well in real-time and in low resolution videos from web cameras.
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APPENDIX | = COMIC PAGE SEGMENTATION

In this appendix, results from the application of a slightly modified version of the layout analysis
method presented in Chapter 2 are shown. The background analysis and the lines extraction steps
of the proposed system are used to automatically decompose scanned comic page images into
storyboards in order to produce digital comic documents that are suitable for reading on mobile
devices (Fig. 1.1). The reading order of the frames is determined by considering their position,
starting from the upper left corner of the page and reading them row by row.

Figure I-1: Content adaptation for reading comic on mobile devices

Evaluated on a public dataset [131] the technique proved to be available for segmentation of
comic pages as well. Only American and European type of comics have been considered for the
experiments. Japanese comics (manga) require a different approach since they have a special
layout format. The following figures show screenshots of the page segmentation tool as it
processes various samples from the dataset.
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Figure 1-2: Screenshots of the software
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APPENDIX Il = SCENE TEXT LOCALIZATION

In this appendix, results from the application of the text localization method presented in Chapter
3 are shown. The proposed system is used to localize text in scene images.

Evaluated on the challenge 2 dataset of the ICDAR 2011 Robust Reading Competition [79], the
technique proved to be available for scene text localization. The following figures show results of
the application of the text localization technique on various samples from the dataset.
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APPENDIX |l = VIDEO TEXT LOCALIZATION

In this appendix, results from one more application of the text localization method presented in
Chapter 3 are shown. This time, the proposed system is used to localize text in video frames.
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Figure 111-1: Example of text localization in video captured by moving camera

Evaluated on the challenge 3 dataset of the ICDAR 2015 Robust Reading Competition [80], the
technique achieved to localize most of the text in some of the videos.
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Figure 111-2: Example of text localization in video captured by stable camera
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Figures 111.1-2 show text localization results in successive frames of two video samples from the
dataset. The performance is however not so good compared to text localization in images, mainly
due to the lower resolution of the video frames.
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