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Open-set Web Genre Identification

by Dimitrios PRITSOS

World wide web is constantly increasing and people use information in web-
pages for everyday activities. There is an emerging need for facilitating access in this
huge repository in a seamless way that is in accordance with users’ understanding.
Genre is an important factor to characterize the properties of web-pages. Web gen-
res (e.g., blogs, e-shop, FAQs, etc.) refer to the form, structure, and communicative
purpose of web-pages rather than their topic. Web Genre Identification (WGI) pro-
vides a means to improve effectiveness of information retrieval systems by allowing
sophisticated queries combining topic and genre information and ranking/grouping
search results according to genre. Specialized document collections can be compiled
by adopting genre-aware focused crawling. The credibility assessment of web-pages
can be significantly enhanced given that information about their genre is available.
Cyber-security applications like anti-phishing can also be enhanced by incorporating
genre of web-pages. In case natural language technology tools should be applied to
the textual part of web-pages, knowing their genre allows the selection of appropriate
tools that have been trained to handle similar documents.

Existing work in WGI largely follows the closed-set classification scenario where
given a genre palette and training examples for each known genre the task is to assign
every new web-page to one of the known genres. However, this does not fit most of
applications related to WGI. There is no consensus about the definition of a large
genre palette covering most of the Web. It should be expected that large volumes
of web-pages will not belong to any of the pre-defined genre labels. This could be
viewed as noise in WGI. In addition, genres evolve in time, new genres emerge and
existing genres are modified (e.g., blogs and micro-blogs). It seems reasonable to
adopt the open-set scenario to better deal with WGI tasks. The very few existing
studies focusing on open-set WGI lack an objective evaluation that will reveal their
true potential.

HTTP://WWW.AEGEAN.GR
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In this thesis, we develop three open-set WGI methods. One follows the one-class
classification paradigm (OCSVM) where only positive examples of a target class are
used during training. Another follows the ensemble learning paradigm (RFSE) and
applies random subspacing to avoid the curse of dimensionality. The third approach
is a modification of k-Nearest Neighbor classifier (NNDR) that attempts to regu-
late the open-space risk (i.e., the area that lies away of positive examples of a class
could be occupied by another, unknown, class). In addition, we examine several
text representation methods including low-level and language-independent features
like character n-grams and word n-grams and syntactic features like part-of-speech
n-grams. We also introduce the use of distributed representations obtained by neural
network language models in WGI.

Another major contribution of this thesis is the evaluation framework we propose
for open-set WGI methods. In contrast to previous approaches in this field, we focus
on both unstructured and structured noise. The former means that noise is composed
by a random collection of web-pages without any information about their genre. The
latter assumes that noise consists of web-pages of certain genres. We adopt open-set
evaluation measures, variants of the well-known precision, recall, and F1 measures,
excluding true positives of the unknown class. In addition, we use graphical eval-
uation measures that depict the performance of the examined methods in varying
conditions. We also introduce the use of the openness test in WGI studies allowing
to control the homogeneity of noise and the difficulty of the task.

A series of experiments is conducted to evaluate the proposed WGI methods us-
ing the open-set evaluation framework when both unstructured and structured noise
is available. The ensemble-based approach (RFSE) achieved the best overall re-
sults demonstrating its ability to handle high-dimensional and sparse representations.
NNDR is significantly improved when coupled with distributed representations that
provide compact and dense vectors. This method is quite competitive especially
when special emphasis is put on precision rather than recall. This is important given
that several WGI applications (e.g., ranking of search results) prefer to optimize pre-
cision. The one-class learning approach (OCSVM) in general is not competitive.
However, it surpasses RFSE for high openness scores, that is when very few known
genres are available and noise is quite heterogeneous. Several ideas for further im-
proving the obtained results are discussed.
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ΠΑΝΕΠΙΣΤΗΜΙΟ ΑΙΓΑΙΟΥ

Περίληψη

Ο παγκόσμιος Ιστός (World Wide Web) αναπτύσσεται συνεχώς και οι άνθρωποι

χρησιμοποιούν πληροφορίες από ιστοσελίδες για να πραγματοποιήσουν καθημερι-

νές δραστηριότητες. Υπάρχει επιτακτική ανάγκη να διευκολυνθεί η πρόσβαση σε

αυτό το τεράστιο απόθεμα πληροφοριών με τρόπο που να συμφωνεί με τον τρόπο

σκέψης των χρηστών. Το είδος (genre) των ιστοσελίδων είναι ένας σημαντικός

παράγοντας για να διακρίνουμε της ιδιότητές τους. Τα είδη του Ιστού (π.χ. blogs,
e-shop, FAQs, κτλ.) αναφέρονται στην μορφή, την δομή και το επικοινωνιακό

σκοπό των ιστοσελίδων παρά στο θέμα τους. Η Αυτόματη Αναγνώριση Είδους Ι-

στοσελίδων (ΑΑΕΙ) παρέχει δυνατότητα βελτίωσης της επίδοσης των συστημάτων

ανάκτησης πληροφορίας επιτρέποντας την δημιουργία περίπλοκων ερωτήσεων που

συνδυάζουν πληροφορία θέματος και είδους καθώς και την κατάταξη και ομαδοπο-

ίηση των αποτελεσμάτων αναζήτησης με βάση το είδος τους. Εξειδικευμένες συλ-

λογές εγγράφων μπορούν να συλλεχθούν υιοθετώντας την εστιασμένη ανίχνευση

(focused crawling) με βάση το είδος. Η αξιοπιστία της πληροφορίας των ιστο-

σελίδων μπορεί να βελτιωθεί σημαντικά αν υπάρχει διαθέσιμη πληροφορία για το

είδος τους. Εφαρμογές κυβερνο-ασφάλειας, όπως το anti-phishing, μπορούν επίσης

να ενισχυθούν συμπεριλαμβάνοντας πληροφορία για το είδος των ιστοσελίδων. Σε

περίπτωση που εργαλεία επεξεργασίας φυσικής γλώσσας πρέπει να εφαρμοστούν

στο κειμενικό μέρος των ιστοσελίδων, η γνώση του είδους τους επιτρέπει την

επιλογή κατάλληλων μοντέλων που έχουν εκπαιδευτεί να χειρίζονται αξιόπιστα

παρόμοια κείμενα.

Η υπάρχουσες έρευνες στην ΑΑΕΙ κυρίως ακολουθούν το σενάριο της ταξι-

νόμησης κλειστού συνόλου όπου δεδομένου ενός προκαθορισμένου συνόλου ειδών

και παραδειγμάτων εκπαίδευσης για καθένα από τα είδη αυτά, ο στόχος είναι να

ανατεθεί οποιαδήποτε νέα ιστοσελίδα σε ένα από τα γνωστά είδη. ΄Ομως, αυτό

δεν ταιριάζει με τις περισσότερες από τις εφαρμογές που σχετίζονται με την ΑΑ-

ΕΙ. Καταρχάς, δεν υπάρχει γενική συμφωνία ως προς τον ορισμό ενός μεγάλου

συνόλου ειδών που θα καλύπτει το μεγαλύτερο κομμάτι του Ιστού. Θα πρέπει

να αναμένεται ότι μεγάλος όγκος ιστοσελίδων δεν θα ανήκουν σε κανένα από τα

προκαθορισμένα είδη. Αυτές οι ιστοσελίδες μπορούν να θεωρηθούν ως θόρυβος

στην ΑΑΕΙ. Επιπλέον, τα είδη των ιστοσελίδων εξελίσσονται στον χρόνο, νέα

είδη αναδύονται και υπάρχοντα είδη τροποποιούνται (π.χ. blogs και micro-blogs).
Φαίνεται λοιπόν ότι είναι δικαιολογημένο να υιοθετηθεί το σενάριο ανοιχτού συ-

νόλου για την ΑΑΕΙ. Στις πολύ λίγες υπάρχουσες μελέτες που εστιάζουν στην

ΑΑΕΙ ανοιχτού συνόλου δεν έχει εφαρμοστεί αντικειμενική αξιολόγηση που θα

αποκαλύψει τις πραγματικές δυνατότητές τους.

Στην παρούσα διατριβή, αναπτύσσουμε τρεις μεθόδους ΑΑΕΙ ανοιχτού συ-

νόλου. Η πρώτη μέθοδος (OCSVM) ακολουθεί το παράδειγμα της ταξινόμησης
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μιας κλάσης όπου στη φάση της εκπαίδευσης χρησιμοποιούνται μόνο θετικά πα-

ραδείγματα από μία συγκεκριμένη κλάση κάθε φορά. Μια άλλη μέθοδος (RFSE)
ακολουθεί την λογική της μάθησης συνόλων (ensemble learning) και εφαρμόζει

τυχαία επιλογή χαρακτηριστικών για να αποφύγει την ¨κατάρα’ της διαστασιμότη-

τας. Η τρίτη μέθοδος (NNDR) είναι τροποποίηση του ταξινομητή κ-κοντινότερων

γειτόνων και προσπαθεί να εκτιμήσει το ρίσκο ανοιχτού χώρου (στην περιοχή που

βρίσκεται μακριά από τα θετικά παραδείγματα εκπαίδευσης μιας γνωστής κλάσης

μπορεί να βρίσκονται παραδείγματα μιας άλλης, άγνωστης, κλάσης). Επιπλέον,

εξετάζουμε διάφορα σχήματα αναπαράστασης κειμένου περιλαμβάνοντας χαρακτη-

ριστικά χαμηλού επιπέδου και ανεξάρτητα γλώσσας όπως τα ν-γράμματα λέξεων

και χαρακτήρων καθώς και χαρακτηριστικά που απαιτούν συντακτική ανάλυση των

κειμένων όπως τα ν-γράμματα μερών του λόγου. Επίσης, εισάγουμε στην ΑΑΕΙ

την χρήση κατανεμημένων αναπαραστάσεων που εξάγονται από μοντέλα γλώσσας

νευρωνικών δικτύων.

Μια άλλη κύρια συνεισφορά της παρούσας διατριβής είναι το πλαίσιο αξιολόγη-

σης που προτείνουμε για μεθόδους ΑΑΕΙ ανοιχτού συνόλου. Σε αντίθεση με

προηγούμενες εργασίες στην περιοχή αυτή, εστιάζουμε και σε αδόμητο θόρυβο

και σε δομημένο θόρυβο. Το πρώτο αναφέρεται στην περίπτωση που ο θόρυ-

βος αποτελείται από μία τυχαία συλλογή ιστοσελίδων χωρίς καμία πληροφορία για

το είδος τους. Ο δομημένος θόρυβος, απ’ την άλλη, αποτελείται από ιστοσελίδες

συγκεκριμένων ειδών. Υιοθετούμε την χρήση μέτρων αξιολόγησης ειδικά για ταξι-

νόμηση ανοιχτού συνόλου που είναι παραλλαγές των γνωστών μέτρων ακρίβειας,

ανάκλησης και μέτρου F1. Τα μέτρα αυτά αποκλείουν τα αληθώς θετικά (true
positives) παραδείγματα της άγνωστης κλάσης. Επιπλέον, χρησιμοποιούμε γρα-

φικές μεθόδους αξιολόγησης που αναπαριστούν την επίδοσης των εξεταζόμενων

μεθόδων υπό διάφορες συνθήκες. Επίσης, εισάγουμε την χρήση του ελέγχου ανοι-

κτότητας (openness) στις μελέτες ΑΑΕΙ που επιτρέπει τον έλεγχο της ομογένειας

του θορύβου και της δυσκολίας του προβλήματος.

Περιγράφονται τα πειράματα που εκτελέστηκαν για την αξιολόγηση των προ-

τεινόμενων μεθόδων ΑΑΕΙ με την χρήση του πλαισίου αξιολόγησης ανοιχτού συ-

νόλου όταν ο θόρυβος είναι είτε αδόμητος είτε δομημένος. Η μέθοδος βάσει

συνόλων (RFSE) πέτυχε τα καλύτερα αποτελέσματα συνολικά αποδεικνύοντας

την ικανότητά της να χειριστεί δεδομένα υψηλής διαστασιμότητας και αραιότητας

(sparseness). Η μέθοδος NNDR βελτιώνεται σημαντικά όταν συνδυάζεται με κατα-

νεμημένες αναπαραστάσεις που παρέχουν συμπαγή και πυκνά διανύσματα. Αυτή η

μέθοδος είναι πολύ ανταγωνιστική ειδικά όταν δίνεται έμφαση στην ακρίβεια έναντι

της ανάκλησης. Αυτό είναι σημαντικό δεδομένου ότι σε αρκετές εφαρμογές ΑΑΕΙ

(π.χ. κατάταξη αποτελεσμάτων αναζήτησης) προτιμάται η βελτιστοποίηση της α-

κρίβειας. Η μέθοδος που βασίζεται στην μάθηση μιας κλάσης (OCSVM) γενικά δεν

είναι ανταγωνιστική. ΄Ομως, υπερέχει της RFSE για μεγάλες τιμές ανοικτότητας,

δηλαδή όταν πολύ λίγα γνωστά είδη είναι διαθέσιμα και ο θόρυβος είναι εξαιρε-

τικά ετερογενής. Διάφορες ιδέες για την επιπλέον βελτίωση των αποτελεσμάτων

συζητούνται.
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Chapter 1

Introduction

1.1 Text Mining
Text mining roughly concerns knowledge discovery in texts, i.e. the process where In-
formation Retrieval (IR), Natural Language Processing (NLP), and Machine Learn-
ing (ML) methods are used for extracting high-level information from texts. This
information could refer to thematic/opinion/stylistic analysis of texts (Hotho, Nürn-
berger, and Paaß, 2005). Given the huge amount of texts in electronic form produced
daily in Internet media, this general research field has many applications in diverse
areas including business and marketing, digital humanities and cyber-security (Weiss
et al., 2010).

The main tasks in text mining research are following (Aggarwal and Zhai, 2012):

• Text Retrieval: Given a large repository of documents, the goal is to enable
easy access to the stored information by retrieving the subset of documents
matching the information need of a user. A typical example is web search
engines.

• Information Extraction: The goal is to extract specific information from doc-
uments, e.g. the names of people/places/organizations and dates of events in
news stories.

• Text Classification: The goal is to assign labels from a predefined set to docu-
ments. Such labels could correspond to thematic area (e.g., ’politics’, ’sport’),
or the sentiment of texts (opinion mining) or the author of documents.

• Text Clustering: The goal is to group documents according to their similar-
ity. This is used when there is no predefined list of categories and can also
create structured taxonomies that organize and facilitate access to a document
collection.

• Text Visualization: This aims at graphically depicting the main information
found in a collection of documents to facilitate the exploration of similari-
ties/differences among them and provide understandable information.
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• Document Summarization: The goal is to provide a brief summary of a long
document or a collection of documents by removing trivial details and includ-
ing all crucial information. This facilitates access to collections of documents
that are constantly updating.

1.2 Classifying Documents by Genre
Genre Identification is the natural progress of the almost ancient process of catego-
rizing the human intellectual creations on such an abstract taxonomy as their Genus.
Artifacts such as paintings, music pieces and written texts are always a subject of re-
search interest to be classified based on their from, style and communicative purpose
rather than their content. For example, novels or poems for documents, impression-
ism or expressionism for paintings, blues or funky for music, are some examples of
genres that depend on structural information. Especially for documents, the defining
factors for distinguishing between genres are their form, style, and communicative
purpose.

There is a great debate for defining the notion of genre in the linguistic stud-
ies. Additionally, the genre notion is confusing when compared with other abstract
categorizations of texts such as the text types or registers etc. Despite the method-
ological differences the linguistic community concluded that the idiosyncrasy of the
genre taxonomy is mutable and diverse (Coutinho and Miranda, 2009). This kind
of idiosyncrasy is yielded to the genre taxonomy due to the spontaneous genesis of
the genre classes. Genre classes are emerging or mutating when a communication
process is taking place.

Definition 1 Genre is the genus of some arbitrary texts, which comprehensively de-
scribes their form, style and communicative purpose other than their content, where
it emerges as a sociocentric interaction for accelerating the social communication
when it comes to the description of the texts.

Automated Genre Identification (AGI): Identification of the text’s genre and some-
time equivalent to text’s register. That is the the automated identification of the form,
style and communicative purpose of texts. News indicates a different kind of texts
than Blogs with respect to genre. Editorial is different than Article with respect to
the register while both can be considered as opinion articles written in argumentative
style.

A subset of AGI is Web Genre Identification (WGI) focusing on the World Wide
Web where enriched documents (hypertexts) are classified on a given genre taxon-
omy/palette (e.g., blogs, home pages, e-shops, discussion forums, etc). The ability
to automatically recognize the genre of web documents can enhance performance in
several applications including the following:



1.2. Classifying Documents by Genre 3

• IR systems can enable genre-based grouping/filtering of search results (Braslavski,
2007; Rosso, 2008). A search engine can provide its users the option to de-
fine sophisticated queries combining genre labels and topics (e.g., blogs about
machine learning or e-shops about sports equipment).

• Specialized collections and intuitive hierarchies of web page collections can be
built by combining topic and genre information (De Assis et al., 2009). Genre-
aware focused crawling, unlike general web-crawling, explores and downloads
only relevant web-pages belonging to certain genres (Siqueira et al., 2017). As
a result valuable time and resources are saved and more specialized indices can
be produced. The main challenge in this task is to be able to guess the genre of
web-pages in advance, i.e. before the page is actually downloaded (Priyatam
et al., 2013).

• Knowing the genre of web-pages can be very helpful information in order to
assess their credibility in spam detection (Agrawal, Mohan, and Reddy, 2018).

• In cyber-security, genre of web-pages can be exploited to enhance anti-phishing
attempts (Abbasi et al., 2015).

• The recognition of web genre can also enhance the effectiveness of processing
the content of web pages in information extraction applications. For example,
given that a set of web pages has to be part-of-speech tagged, appropriate mod-
els can be applied to each web page according to their genre (Nooralahzadeh,
Brun, and Roux, 2014).

Despite such interesting application areas, research in WGI is relatively limited
due to fundamental difficulties emerging from the genre notion itself. The most
significant difficulties in the WGI domain are the following:

• There is not a consensus on the exact definition of genre (Crowston, Kwaśnik,
and Rubleske, 2011).

• There is not a common genre palette that comprises all available genres and
sub-genres (Santini, 2011; Mehler, Sharoff, and Santini, 2010; Mason, Shep-
herd, and Duffy, 2009b; Sharoff, Wu, and Markert, 2010a), moreover, genres
are evolving in time since new genres are born or existing genres are modified
(Boese and Howe, 2005).

• It is not clear whether a whole web page should belong to a genre or sections
of the same web page can belong to different genres (Jebari, 2015; Madjarov
et al., 2015).

• Style of documents is affected by both genre-related choices and author-related
choices (Petrenz and Webber, 2011; Sharoff, Wu, and Markert, 2010b). As a
result, it is hard to accurately distinguish between personal style characteristics
and genre properties when style is quantified.
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1.3 Closed-set vs. Open-set Classification
In a typical text classification task, we are given a collection of documents D =
{d1, . . . ,d|D |} and a set of labels C = {c1, . . .c|C |} and the task is to assign each
document to some of the labels. That is, for each pair < d j,ci >∈D×C a binary an-
swer is produced indicating whether document di is assigned to class c j. Usually, text
classification tasks are successfully handled by applying supervised machine learn-
ing methods (Sebastiani, 2002). This assumes the availability of a labeled training
corpus T = {d1, . . . ,d|T |} ⊂ D where every pair < d j,ci > is either a positive or a
negative instance of ci. Then, a classifier learns a function φ :T ×C →{True,False}
that approximates the target function φ̌ :D ×C → {True,False}. The effectiveness
of the classifier is estimated using another labeled dataset (test/evaluation set) E =
{d1, . . . ,d|T |} ⊂D that is non-overlapping with the training set.

Most previous studies in WGI consider the simple case where all web pages
should belong to a predefined taxonomy of genres (Lim, 2005; Santini, 2007; Kanaris
and Stamatatos, 2009; Jebari, 2014). This is known as closed-set classification.

Definition 2 Closed-set Classification assumes that the training and test sets are
drawn from the same distribution and all their instances necessarily belong to at
least one of the predefined labels.

There are several variations of that scenario, for example single-label (where
each web-page belongs to exactly one label) or multi-label classification (where it is
possible multiple labels to be assigned to a certain web-page), and soft classification
(where an algorithm can return the probability score for every class from the trained
label space (Geng, Huang, and Chen, 2018)).

The naive assumption of closed-set classification is not appropriate for most ap-
plications related with WGI. As already mentioned, it is not feasible to define a
complete set of web genres. The scale of the Web makes any attempt to map existing
web-pages to a specific genre label intractable. In addition, web genres in particular
are evolving in time, some are modified or seize to exist and new ones are emerging
(e.g., some years ago, blogs or tweets were unknown). The vast majority of previous
work in WGI avoid to consider such concerns and as a result their effectiveness in
closed-set classification conditions is over-estimated.

It is therefore realistic to assume that despite best efforts to define a long genre
label list, there will always be a great amount of web-pages that do not belong to
any of these. Previous work in WGI define such web-pages as noise (this term can
also refer to the case where multiple genres co-exist and there is no dominant genre
label) (Santini, 2011; Levering, Cutler, and Yu, 2008). To handle noise in WGI there
are two main options. First, to adopt the closed-set classification setup having one
predefined category devoted to noise. Positive training examples are given for this
noise class. Since this category would comprise all web pages not belonging to the
known genre labels, it would not be homogeneous and it is not clear how to sample
it. Moreover, this noise class would be much more greater with respect to the other
genres causing class imbalance problems.
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The second option is to adopt the open-set classification setting where it is possi-
ble for some web pages not to be classified into any of the predefined genre categories
(Stubbe, Ringlstetter, and Schulz, 2007; Pritsos and Stamatatos, 2013). This setup
avoids the problem of class imbalance caused by numerous noisy pages and also
avoids the problem of handling a diverse and highly heterogeneous class. On the
other hand, open-set classification requires strong generalization with respect to the
closed-set setup (Scheirer et al., 2013).

Definition 3 Open-set Classification assumes that it is likely for samples of classes
unseen during the training phase to appear in test phase. An open-set classifier
should be able to accurately recognize test instances belonging to the known classes
(seen during training) and avoid to be confused by instances belonging to unknown
classes (not seen during training) (Geng, Huang, and Chen, 2018).

Open-set classification is closely related to the Novelty Detection and One-class
Classification where it is assumed that only positive examples of a particular class
are available for the supervised learning methods. These methods have been adapted
to this problem and there are several examples such as One-Class SVM, One-Class
Neural Networks, etc. It might sound similar but it is not a binary classification
setup for training these algorithms due to the lack of the negative examples. One-
class classification requires very strong generalization and it is suitable when either
the negative class is not available or it is huge and heterogeneous so that it is not
possible to be adequately sampled.

It is possible to transform a (soft) closed-set classifier to an open-set one by intro-
ducing a reject option that is used to leave a test instance unclassified. For example,
a reject option may examine how far a test instance is from the class centroids or
what the difference in decision probabilities between the most likely classes is and
in case some predefined criteria are not met then the test instance is left unclassified
(Onan, 2018). Closed-set classification methods with a reject option are not open-set
essentially since they avoid to estimate the open-space risk.

Each classifier attempts to draw boundaries between the known classes (i.e., seen
during training phase). A closed-set classifier (no matter if it uses a reject option)
separates the whole instance space by such decision boundaries. However, the sam-
ples of known classes may be gathered in specific parts of the instance space. The
space far away from known class instances is known as the open space. The open-
space risk refers to the act of labeling a test instance in the open-space (Geng, Huang,
and Chen, 2018).

A more formal definition of open-set classification is one where the open space
risk is considered. Let T be the training data, RO the open space risk, and Rε the
empirical risk. Then the objective of open-set classification is to find a function f ∈ L
which minimizes the following open-set risk:

argmin
f
{RO( f )+λRε( f (T ))} (1.1)
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where f (x)> 0 implies correct recognition and λ is a regularization constant. Thus,
open-set risk balances the empirical risk and the open space risk (Geng, Huang,
and Chen, 2018). In practice the empirical risk is the loss function of the open-
set classification model in the training set while the open-space risk is the ratio of the
open space to the full vector space.

1.4 Representation of Web-pages
In order to use supervised learning technology to WGI, it is required to transform
the information in raw web documents into a quantitative representation. This means
that each web-page should be represented as a numerical vector where each dimen-
sion (feature) properly captures relevant information. In addition, ideally the vectors
should be dense and compact to enable ML algorithms deal with the classification
task efficiently.

The web documents can be considered a super-set of the document format types
because it expands Postscript 1 by introducing functionality and versatility based on
HTML and virtually infinite inter-connectivity because of the hyperlinks.

In relevant literature there is a great variety of ideas aiming at document represen-
tation for WGI. The main features that can be extracted from web-pages are related
to the following information:

1. The Uniform Resource Locator (URL) and hyperlinks of web-pages (and the
graph formed by these connections).

2. The HTML tags and Document Object Model (DOM) structure of the web-
page.

3. The textual content of the web-page.

In some cases, it has been reported that the web-pages’s URL alone is sufficient
for predicting its genre (Abramson and Aha, 2012; Jebari, 2014; Priyatam et al.,
2013; Zhu, Zhou, and Fung, 2011). Concerning available hyperlinks in web-pages
there are two parts than can provide useful information: the URL of the hyperlink
itself handled as a string of characters and its anchor text. Alternatively, the structure
of the graph which is formed by the hyperlinks and information found in neighboring
pages can also be used. Usually, the neighbouring pages can contribute by amplify-
ing the signals for the correct genre classification using either information extracted
from their text or based on the assumption that pages of the same genre tend to be
inter-linked (Abramson and Aha, 2012; Asheghi, Markert, and Sharoff, 2014; Jebari,
2014; Priyatam et al., 2013; Zhu, Zhou, and Fung, 2011).

1Postscript is the digital format used from the Desktop Publishing (e.g. PDF or PS formats). In
this thesis this term is used to describe all traditional document formats such as books, magazines,
newspapers, in contrast to the enriched (hyperlinked) web documents.
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The HTML tags can provide useful information about the structure of web-pages.
In the simplest approach, HTML tags can be treated as raw text and the frequency
of specific tags is measured with some potential heuristics. However, the W3C sug-
gested HTML web-page composition paradigm is changing and constantly violated.
As a result, heuristics can only contribute but in a few practical cases. A more sophis-
ticated and sensible approach can be the analysis of the DOM structure, where the
format of the text can be captured. As an example, e-shop web-pages are different
from the academic web-pages. This resembles the difference in typographic format
of a printed magazine and a printed newspaper. However, most likely several heuris-
tics are needed for identifying these structures, because of the HTML composition
paradigm violation (Mehler and Waltinger, 2011).

The bulk of research work in WGI has focused mostly on the features which can
be extracted from the textual part of web-pages (i.e., after the removal of HTML tags)
(Mason, Shepherd, and Duffy, 2009c; Sharoff, Wu, and Markert, 2010a; Sharoff,
Wu, and Markert, 2010b; Nooralahzadeh, Brun, and Roux, 2014; Onan, 2018). The
following are the main categories of textual features:

1. Lexical features: Each web-page is seen as a series of tokens and frequencies
of specific words (e.g. function words) or sequences of tokens (e.g., word n-
grams) can be measured. In addition, information about the length of words
and sentences can be useful.

2. Character features: Each web-page is handled as a alphanumeric string and
usually frequencies of character n-grams can provide a very detailed and highly
dimensional representation.

3. Syntactic features: This requires some kind of sophisticated analysis by NLP
tools that can provide information about the syntactic patterns found in the
web-pages. One popular and relatively simple approach is the use of part-of-
speech (POS) n-grams. Syntactic features are language-dependent and their
reliability correlates with the error rate of the used NLP tools.

Typical term weighting schemes, like binary, Term Frequency (TF) and Term Fre-
quency - Inverted Document Frequency (TF-IDF) are popular in WGI. In addition,
there are some schemes specifically designed for WGI tasks like Term Frequency -
Inverted Genre Frequency (TF-IGF). This is an extension of TF-IDF that is based on
the frequencies of a term in the documents of particular genre rather than the whole
corpus (Sugiyanto et al., 2014).

Recently, distributed representations provide an alternative way to represent doc-
uments using neural network language models (Mikolov et al., 2013a; Le and Mikolov,
2014). In contrast to the popular n-gram features that produce sparse vectors, dis-
tributed representations produce dense vectors of relatively low dimensionality. This
approach has obtained state-of-the-art effectiveness in several text classification tasks
but it has not thoroughly tested in WGI so far.
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1.5 Motivation
As already mentioned, the vast majority of previous work in WGI adopt the closed-
set classification scenario that is not realistic and leads to an over-estimation of per-
formance. Since it is not feasible to define a complete list of genre labels and genres
constantly evolve in time, the open-set classification scenario better suits WGI.

Among the few attempts to follow open-set classification in WGI, very few use
pure open-set classifiers (Stubbe, Ringlstetter, and Schulz, 2007; Asheghi, 2015). An
additional issue is how to handle the test web-pages belonging to unknown genres.
One option is to consider these as unstructured noise where the true genre of noisy
pages is not available and another is to examine structured noise where the true genre
of noisy pages is available (yet unknown during the training phase).

So far, it is not clear what specific open-set classification methods can better
handle these cases. In addition, there is lack of a evaluation framework that can ap-
propriately measure the effectiveness of open-set WGI methods with the presence of
either unstructured or structured noise. This requires the use of appropriately defined
evaluation measures and the suitable design of experimental setup. In addition, we
need a clear way to compare different methods in application-dependent conditions
where, for example, precision may be considered more important than recall.

Most previous studies attempt to combine heterogeneous information coming
from the hyperlinks between web-pages, the HTML code and the textual content
of web-pages. Despite the usefulness of all these information, the main question is
whether it is possible to accurately predict the genre of a web-page focusing on its
textual content since this is not affected by technology changes and habits of web
developers or arbitrary changes in neighboring web-pages.

There is a great variety of text representation measures applied to WGI, most of
them attempt to capture the stylistic properties of web genres. It is not yet clear how
specific approaches, like word and character n-grams, known to be very effective
in closed-set WGI (Sharoff, Wu, and Markert, 2010a), are still effective in open-set
WGI where the dimensionality of the representation may severely affect the ability
of the open-set classifier for generalization.

Finally, the recent success of the use of distributed representations acquired by
neural network language models in other text classification tasks is a strong moti-
vation to attempt to examine their effectiveness also in open-set WGI. One main
advantage of such approaches is that they produce a space of relatively low dimen-
sionality and in theory this may be an advantage for specific open-set classifiers that
may suffer when irrelevant and redundant features are available.

1.6 Contribution
This thesis focuses on open-set WGI and examines specific algorithms and experi-
mental setups that allow their evaluation in realistic conditions. More specifically,
the main contributions are listed bellow:
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• An approach based on one-class classification, where only positive training ex-
amples of a target class are considered, is introduced to WGI. The proposed
method is based on one-class support vector machines (OCSVM) and is mod-
ified to handle multi-class open-set classification. This algorithm is presented
in detail in section 3.4.1.

• The Random Feature Subspacing Ensemble (RFSE) is introduced to WGI. This
open-set classifier is based on an existing approach originally proposed for au-
thorship attribution and it is adopted to better handle the WGI task (Koppel,
Schler, and Argamon, 2011). This algorithm has been implemented in python
and in its general form can handle any kind of text representation2. This algo-
rithm is presented in detail in section 3.4.2.

• Another open-set classifier, the Nearest Neighbors Distance Ratio (NNDR) is
introduced to WGI. This is a modification of the well-known k-Nearest Neigh-
bor classifier (Mendes Júnior et al., 2016) and it is extended to better suit the
WGI requirements. This algorithm has been implemented in python3 and is
presented in detail in section 3.5.

• The noise (i.e., web-pages not belonging to any of the known genres) in WGI
is distinguished into unstructured and structured noise and each case is thor-
oughly studied. The former considers all unknown genres as a common het-
erogeneous class. The latter admits that there is structure in the unknown web-
pages, namely the existence of genre labels not seen during the training phase.
In this thesis it is introduced the openness as an indication of how the number
of known classes is compared to the number of unknown classes. This con-
cept is borrowed by relevant work in visual object recognition (Scheirer et al.,
2013) and it perfectly suits the WGI task.

• An experimental framework suitable for evaluating open-set WGI algorithms
is introduced including abilities to study different kinds of noise (unstructured
or structured). The use of openess enables the study of open-set WGI where the
difficulty of the task is explicitly controlled (i.e., few known classes vs. many
unknown classes or many known classes vs. few unknown classes). In addi-
tion, appropriate evaluation measures provide a detailed view on the obtained
performance. This is especially important since evaluation measures usually
involved in closed-set classification can be misleading since they handle all
classes equally. However, in open-set WGI, the class of unknown web-pages
(including all web-pages that do not belong to known genres) is usually much
larger than the known classes and it should be treated in a special way as it is
explained in Chapter 4.

2https://github.com/dpritsos/RFSE
3https://github.com/dpritsos/OpenNNDR
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• The proposed open-set WGI algorithms are extensively evaluated using the
aforementioned experimentation framework. The particular hyper-parameters
and settings that allow these algorithms to achieve as good results as possi-
ble are examined. In addition, the use of different kinds of text representation
is considered and their effect on the performance of each algorithm is stud-
ied. The most popular textual features in WGI covering lexical, character, and
syntactic features are considered.

• The application of distributed representations acquired from neural network
language models in WGI is explored. The effect of such low dimensional
and dense representations on the effectiveness of the NNDR open-set WGI
algorithms is studied. It is demonstrated that especially the precision of this
approach can be considerably enhanced making it more suitable for specific
WGI applications.

1.7 Publications
Parts of the work described in this thesis have already been published in scientific
journals and conference proceedings. The list of related publications is following:

• D.A. Pritsos, and E. Stamatatos, Open-set Classification for Automated Genre
Identification, In Proc. of the European Conference on Information Retrieval
(ECIR 2019), pp. 207-217, LNCS 7814, Springer, 2013.

• D. Pritsos and E. Stamatatos, The Impact of Noise in Web Genre Identifica-
tion, In Proc. of the International Conference of the Cross-Language Evalua-
tion Forum for European Languages (CLEF 2015), pp. 268-273, LNCS 9283,
Springer, 2015.

• D. Pritsos and E. Stamatatos, Open Set Evaluation of Web Genre Identification,
Language Resources and Evaluation, 52(4), pp. 949-968, Springer, 2018.

• D. Pritsos, A. Rocha, and E. Stamatatos, Open-Set Web Genre Identification
Using Distributional Features and Nearest Neighbors Distance Ratio, In Proc.
of the European Conference on Information Retrieval (ECIR 2013), pp. 3-11,
LNCS 11438, Springer, 2019.

1.8 Thesis Outline
The rest of this thesis is outlined below.

Chapter 2 discusses relevant work on AGI and WGI tasks. Definitions and uses of
genre from the fields of linguistics and computational linguistics are presented. The
state-of-the art for the representation of web-pages and the ML methodologies for
genre identification are discussed. The few open-set WGI approaches are described.
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Finally, the available corpora for evaluating WGI methods and their properties are
discussed.

Chapter 3 focuses on open-set WGI and analytically presents the three algorithms
examined in this thesis (i.e., OCSVM, RFSE, and NNDR). The characteristics of
these methods and their differences of with existing approaches are discussed.

Chapter 4 introduces the experimental framework proposed in this thesis for eval-
uating open-set WGI approaches. The use of openess as a means to control the dif-
ficulty of WGI tasks is discussed. Appropriate evaluation measures are defined for
both unstructured and structured noise.

Chapter 5 deals with the experimental analysis of OCSVM and RFSE algorithms.
The evaluation corpora used in this study and their properties are discussed. Experi-
ments when structured and unstructured noise is considered are presented. The effect
of text representation on the effectiveness of the examined methods is studied.

In Chapter 6, the usefulness of distributed representation in open-set WGI is pre-
sented. The NNDR algorithm is evaluated using traditional n-gram-based features
and distributed features. Experimental results show how the performance of this al-
gorithm is affected and it compares with OCSVM and RFSE.

Finally, Chapter 7 summarizes the main conclusions drawn from this study and
discusses future work directions.
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Chapter 2

Relevant Work

2.1 Introduction
This chapter describes previous work in genre recognition. First, the notion of genre
is discussed using approaches from different disciplines and background. Important
aspects of genre are noted and a general definition that is adopted in this study is
provided.

In general, genre recognition is viewed as a text classification task. Thus, the
main issues that are studied are the following:

• Represent documents in a feature space.

• Learn a model that can distinguish between classes.

Genre-related information can be extracted from various sources. Since genre is
mainly associated with form, structure, and communicative purpose of documents,
features can relate to textual content, visual appearance, URL and graph of inter-
lined web-pages, etc. In addition, as concerns textual features, information about
style is far more important than topic of documents. The existing approaches to de-
fine suitable document representations are analytically described. We include in this
discussion both AGI and WGI tasks.

There is also a great variety of classification algorithms applied to genre recogni-
tion tasks. These include general-purpose ML methods and approaches specifically-
built for these tasks. Special emphasis is given in the type of classification setup
adopted by existing approaches, mainly whether a closed-set or an open-set scenario
is followed.

Finally, we present an overview of existing resources to evaluate WGI approaches.
A list of corpora used in previous studies and their main characteristics are described.
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2.2 The Notion of Genre
In general, genre is related to form and communicative purpose of texts rather than
their theme. It is closely related to style and Genus1 (Sugiyanto et al., 2014). Ap-
proaches to define text genre start mainly from two directions: linguistics and com-
putational analysis of language (e.g. computational linguistics, natural language pro-
cessing, text mining).

In studies of linguistics there is a great debate in defining the notion of genre as
an abstract categorization scheme of texts and the relations between them. Despite
the methodological differences the linguistic community concluded that the idiosyn-
crasy of the genre taxonomy is mutable and diverse (Coutinho and Miranda, 2009).
This kind of idiosyncrasy is yielded to the genre taxonomy due to the spontaneous
genesis of the genre classes. The genesis of a genre class is a socio-centric interac-
tion which is emerging from the need to describe the texts in order to accelerate the
social communication procedure. Thus, genre classes are spontaneously emerging
while the communication procedure is taking place.

Humans can efficiently recognize the genre-types by processing the texts intu-
itively. However, there is a lack of consensus for defining genres, particularly when
specific names (labels) should be assigned to the genres. There is an effort of sev-
eral user studies for eliciting the mechanics in the process of genre identification
and tagging. The results on user agreement were very discouraging. Also, when hu-
mans attempt to describe specifically the terms or/and the attributes which they use to
identify different genres, there is a great confusion and disagreement (Rosso, 2005;
Asheghi, 2015). A convincing explanation for this is the plethora of textual, stylis-
tic and conceptual description terms which humans use and depend on their back-
ground (e.g., teachers, scientists or engineers use different vocabularies to describe
texts belonging to a common genre (Roussinov et al., 2001; Crowston, Kwaśnik, and
Rubleske, 2011).

Researchers from cognitive science found that humans are recognizing the genre
type of a document (or web-page) using cognitive processes related mostly to the
form of the text (Clark et al., 2014). Particularly they used configured apparatus for
tracking the eyes movement while subjects attempt to recognize genre of documents.
One can resemble the process like navigation where the eyes are constantly moving
while they are focusing for small fragments of time in landmarks of interest. The
pausing of the eyes on the text "landmarks" is called fixation while the "jumping"
movements of the eyes is called saccadic. The whole process aimed to locate infor-
mation of interest such as specific text forms, names, verbs, or phrases that are related
to the abstract concept in order to decide whether the text matches their interest and
is worth of further reading. They systematically found that the process of finding the
genre of the text is the same as to find out whether a text i worth of further reading.
Thus, the knowledge of a genre taxonomy definitely accelerates the communication
procedure and helps readers of the text to find the information of interest faster.

1Genus in Greek means type or class
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The discipline of the English for Academic Purposes (EAP) has vividly discussed
the divergence in the genre taxonomies between the different academic disciplines
and reasoned the utility of the genre taxonomy for enabling the teachers and the
students to improve their rhetorical and written language skills with the purpose of
improving the teaching procedure. What is important to note for this study is the
conclusion that any given certain genre conveys information about the communica-
tion purpose of the document, i.e. as text identity carrier, but it can also contain the
same style and other language properties when the purpose is similar. For exam-
ple, a newspaper article and a magazine article can be claimed to belong to different
genres although they are mainly governed by the same linguistic properties. There-
fore, for the writer of a text is is very important to be aware (thus to be taught) of
the different genres and the taxonomy of genres in order the texts (s)he produces to
be recognizable by the reader (Hardy and Friginal, 2016; Melissourgou and Frantzi,
2017; Al-Khasawneh, 2017). However, genre itself requires different level of human
reading abilities to be recognized and even with these skills different humans may
disagree (McCarthy et al., 2009).

The utility of text genre identification has been realized by the journalism profes-
sionals. There are well-defined structures and guidelines given by newspaper editors
about how to present, e.g. news articles. The structure consists of abstract elements
and they follow specific paradigms, like the inverted pyramid (i.e., contents are struc-
tured from the most important to the least important information), Martini Glass (i.e.,
it first presents a summary of the story, then an inverted pyramid and finally a chrono-
logical elaboration), Kabob (i.e., it starts with an anecdote, continues with the main
story and closes with a general discussion) and Narrative (i.e., it presents a chrono-
logical sequence of events) (Dai, Taneja, and Huang, 2018).

Some terms used in relevant literature, like register, and text type seem very rel-
evannt to genre. Actually, they are used interchangeably, complimentary and even
contradictory (Melissourgou and Frantzi, 2017). Although the exact definitions of
these terms deviate according to the scholars and their background, text type is gen-
erally associated with linguistic properties of documents. Register usually refers to
non-linguistic terms like the purpose of communication, the relation between speaker
and hearer etc. Genre can be viewed as more general than both text type and register
since it combines linguistic and non-linguistic information.

From a computational analysis point of view, genre (and genre taxonomy) is im-
portant as a classification factor to distinguish between documents. Genre labels are
defined according to their association with practical applications rather than based
on a rigid theoretical background (Kanaris and Stamatatos, 2009; Eissen and Stein,
2004; Santini, 2007). Genre identification is a style-based text categorization task.
Another similar task is authorship attribution where the focus is on identifying the
personal style of the author (Stamatatos, 2009; Koppel, Schler, and Argamon, 2011;
Koppel and Winter, 2014). On the other hand, genre is mainly regarded as a group
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style. For example, scientists use a common form of language to write research pa-
pers, journalists describe news events and their opinion using similar patterns, blog-
gers express their beliefs and interests based on similar structures, etc.

As concerns web genres (and their respective taxonomy), the utilities and oppor-
tunities that can provide as well as the difficulties they impose have been eloquently
analyzed. It has been pointed out that the genre taxonomy summarizes the type and
style of texts in a single term as a communicative act (De Assis et al., 2009). In
the domain of WGI, usually a web genre palette is defined usually obtained from a
top-down approach, where a group of domain-experts design the taxonomy based on
specific objectives of the task (Crowston, Kwaśnik, and Rubleske, 2011). Moreover,
the genre palette may be flat or structured (Wu, Markert, and Sharoff, 2010). The
former assumes that genre labels are independent while the latter defines a hierarchy
of genres and sub-genres. Another important issue is whether a web-page should
belong to exactly one genre label or page segmentation should be applied first and
then each segment should be assigned to a genre label (Madjarov et al., 2015; Jebari,
2015).

As described so far, there is agreement for the criteria which are defining the
genres (and web genres) in a given domain. These are, the style, form, and the com-
municative purpose of documents. In theory, topic is considered orthogonal to genre.
However, thematic information can also be useful in automated genre identification.
For example, the genre of academic home web-pages is distinguished by the use of
a specific vocabulary. The genre of research papers also use specific science-related
terms. Certainly, some of these terms may be too specific (e.g. about biology, math-
ematics, or computer science). However, content-specific information can be used
to differentiate scientific documents from non-scientific documents (Coutinho and
Miranda, 2009; Crowston, Kwaśnik, and Rubleske, 2011; Kanaris and Stamatatos,
2009; Jebari, 2015; Gollapalli et al., 2011).

Considering the above discussion, it is clear that the notion of web genre depends
on the use of this information. In this thesis, our approach is influenced by the use
of web genres as a classification factor in order to enhance the potential of infor-
mation processing and management systems. In particular, we adopt the following
definition:

Definition 4 A web genre is a class of web documents that share form, structure,
and communicative purpose properties. Every web-page is always derived under a
unique class distribution and the class distributions are not overlapped.

2.3 Representation of Genre-related Information

2.3.1 Textual Features
The textual content of a document is the most analyzed source of information. Sim-
ilarly, the textual part of a web-page is considered very important in WGI studies
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(Mason, Shepherd, and Duffy, 2009a; Sharoff, Wu, and Markert, 2010b). As it has
already been explained, style rather than topic is crucial in genre recognition. How-
ever, it is not clear how style properties of documents can be captured adequately. In
addition, style is affected by both genre and the personal style of the author. Ideally,
the extracted measures should only depend on the former.

There is a great variety of textual features than can be extracted from documents
and be used in genre recognition (Kanaris and Stamatatos, 2009; Kumari, Reddy,
and Fatima, 2014; Levering, Cutler, and Yu, 2008; Lim, 2005; Mason, Shepherd, and
Duffy, 2009b; Onan, 2018; Petrenz and Webber, 2011; Sharoff, Wu, and Markert,
2010a; Nooralahzadeh, Brun, and Roux, 2014). The main categories of such features
are described below.

One simple way to represent documents is based on n-grams of either words or
characters. This is a language-independent approach and has been demonstrated to
be quite effective in WGI studies (Kanaris and Stamatatos, 2009; Sharoff, Wu, and
Markert, 2010a; Kumari, Reddy, and Fatima, 2014). In addition, surface features
that are considered important to quantify stylistic properties of documents, such as
statistics (i.e., count, mean, max, etc.) of word length (in characters), sentence length
(in words), paragraph length (in words), capitalized word, lowercase word, punctua-
tion marks, type/token ratio etc. (Feldman et al., 2009; Santini, 2005; Onan, 2018).
All these features attempt to represent information operating on lexical or character
level. As a result, they do not require the use of complicated NLP tools and they can
practically be extracted from raw text.

Another idea is to attempt to quantify the difficulty of understanding the infor-
mation included in documents by using readability assessment features. The main
purpose of developing such features is to help in estimating the quality of texts with
respect to the degree of comprehension by the reader. Examples of readability as-
sessment features are the word variation index (OVIX), the nominal ratio (NR) and
Lasbarhetsindex (LIX) defined as follows (Falkenjack, Mühlenbock, and Jönsson,
2013):

LIX =
A
B
+

C ·100
A

(2.1)

where A is the number of words, B is the number of special characters (i.e., colon,
period, capital fist letter), and C is the number of long words (more than 6 letters for
the English language).

A more sophisticated type of features concerns the syntactic properties of docu-
ments since the grammar of sentences is considered important for stylistic purposes
(Sharoff, Wu, and Markert, 2010a; Petrenz and Webber, 2011). Moreover, this in-
formation is less likely to depend on topic of documents in comparison to lexical
and character features. The simplest form of capturing syntactic information is the
use of POS n-grams where the texts are analyzed by a POS tagger that assigns a
tag in each word and then sequences of POS tags are counted. Other syntactic fea-
tures are based on a more elaborate analysis of documents by NLP tools, like full
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syntactic parsers. Examples of such syntactic features include average dependency
distance, ratio of dependencies, sentence depth (in dependency terms), unigram de-
pendency type (based on token terms), average verbal arity, unigram verbal arity, to-
kens per clause, number of prepositional components, etc (Falkenjack, Mühlenbock,
and Jönsson, 2013; Falkenjack, Santini, and Jönsson, 2016). A major weakness of
such features is that their usefulness depend on the accuracy of the NLP tools used to
extract them from documents (Stamatatos, 2009). This is especially crucial in case
the documents that have been used for training the NLP tools significantly differ from
the documents we want to analyze.

A text is usually viewed as a sequence of words or characters. However, an
alternative idea is to construct a graph from a document and then use graph metrics
to represent the properties of documents. Such graph-based features are discussed in
(Nabhan and Shaalan, 2016) aiming to enhance effectiveness in genre recognition.
An unweighted graph is built from each document based on word bigrams found
within sentence boundaries. Each word is a node of the graph and if a bigram is
found in the text an edge connects the respective words. The frequency of bigram
was not taken into account.

Then, graph-based measures are extracted to represent documents including node
degree, clustering coefficient, average shortest path length, network diameter, num-
ber of connected components, average neighborhood connectivity, network central-
ization and network heterogeneity. The average node degree, i.e. the number of
neighbor connections, shown to be an important criterion for discriminating for ex-
ample scientific to humorous web-pages. A higher average of node degree may indi-
cate a preference to use an established vocabulary.

A high value of clustering coefficient would mean there is tendency for a set
of nodes to cohere or stay connected in a sub-network. The Religion, Fiction, and
Adventure classes seem to have relatively high value of clustering coefficient as com-
pared to News, Editorial and Hobbies. A high number of connected components in-
dicates topic diversity within a genre. News and Hobbies have shown to have higher
score, i.e. higher diversity, than Religion and Fiction. In addition, a relatively high
score in network Centralization seems to be a good indicator for Fiction and Adven-
ture genres. The network heterogeneity was found to be higher in News and Hobbies
and this reflects the tendency of the graph to have links between high-degree to low
degree-nodes. This can indicate a tendency to use function words in text. Genre-
specific graph characteristics also found in that study (Nabhan and Shaalan, 2016)
including high global clustering coefficient found for Learned and Religious text gen-
res. Moreover, average local clustering strongly correlates to the node degree shown
to be a good indicator for genres showing concentration to specific concepts.

Finally, the graph-based measures can also be used for discovering the existence
of sub-genre within a genre such as in News. It has been shown that there are some
areas within the News genre where the bigram graph has high node connection con-
centration (or high edge concentration).

In (Kim and Ross, 2010) the Harmonic Descriptor Representation (HDR) of
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web-pages is proposed. This is inspired by the musical analogy of a string of a
musical instrument. Each document is considered to be a temporal sequence of sym-
bols (i.e. characters or words). Particularly, instead of counting the overall frequency
of terms, the intervals of the the occurrences of terms within the document are mea-
sured. This shows how the occurrences of a term are distributed within a document.

This approach defines Range as the interval between the initial and the ultimate
occurrence of the term in a document and Period as the time duration (i.e. the count
of characters) between two consecutive occurrences of the term. Then HDR word
encoding is a tuple of three explicit measurements defined as follows:

1. FP is the time duration before the first occurrence of the symbol in a docu-
ment (i.e., the period before the first occurrence divided by the total number of
characters into the document).

2. LP is the time duration after the last occurrence of the symbol (i.e., the period
after the last occurrence divided by the total number of characters)

3. AP is the average period ratio calculated as follows:

AP(s,d) =
{

|d|−( f (s,d)+1)
max(Ps)(|d|−( f (s,d)+1)) ,max(Ps) > 0 (2.2)

where f (s,d) is the frequency of symbol s in document d, Ps is the set of
periods between all consecutive occurrences of s in d and |d| is the length in
characters of d.

2.3.2 Structural Features
As already discussed, genre is mainly associated with form of the presented infor-
mation. However, it is quite unclear how this information can be quantified appro-
priately. The easiest way is to focus on HTML tags by counting the HTML tags
frequency in the hypertext (Kanaris and Stamatatos, 2009). Special focus in some
cases is given to the image tags and the hyperlink tags (Lim, 2005; Levering, Cutler,
and Yu, 2008). These sources of information are useful and usually their combina-
tion with textual features enhances the performance of WGI model. In addition there
are very few cases where the DOM object structure is analyzed for extracting infor-
mation but usually as part of the whole set of features selected and not as a stand
alone choice (Mehler and Waltinger, 2011). Another interesting approach is to view
a web-page as an image and attempt to extract visual features that describe what
components are found and in what position (Levering, Cutler, and Yu, 2008).

An approach that is based on structural features is presented in (Mehler and
Waltinger, 2011). They focus on the web genre of homepages and its sub-genres
(i.e., personal, conference, project). The web-pages are first automatically segmented
into their constituent parts (e.g., for the personal academic homepage the segments
are: contact information, personal information, publications, research, and teaching).
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Then, each page is represented according to the detected segments that were found
in it (i.e., bag-of-segments). The reported results show a significant increase in per-
formance when this structure-based method is compared with traditional approaches
based only on (bag-of-words) textual features.

2.3.3 Image-related Features
In (Chen et al., 2012) there is a very interesting approach where image processing
features have been used in a AGI task applied to office documents. In their experi-
ments, they used image-based features that were found significantly better that reg-
ular textual features when comparing their work to previous ones. The combination
of both kinds of features increased the performance even more.

The image-based features were extracted by splitting the image of the document
into 25 tils (5 horizontally and 5 vertically) plus a full-page til. The features used
were: (a) Image Density, (b) Horizontal projection, (c) Vertical projection, (d) Color
correlogram, (e) Lines, (f) Image size. In all cases the document images where con-
verted to black and white for these features to be extracted. The exception is the
correlogram which analyzed the full color spectrum of the document in its image
format. The image-based features described above are similar to the ones used in
(Clark et al., 2014).

• The mage density utility was used for differentiating where the images and the
text were located. In addition, the titles from the rest of the text could be also
separated. To capture this feature the black to total pixels ratio was calculated
for each til of the document.

• The horizontal projection was used for differentiating the slides where the text
is large and less than the rest of the non-slides documents. After the process
required for locating the text boxes (similarly tho the OCR software) then a
five-bin histogram were used for identifying the majority of the text font sizes.

• The vertical projection was used to differentiate the papers from tables by cap-
turing the number of text columns and the distribution of their width. Similarly
to the horizontal projection a five-bin histogram of column width were used.

• The color correlogram represents the spatial correlation of colors. The process
is starting by quantizing the colors to a 96 scale in distance range for 0 to 1. In
addition 3 pixels are used thus every til of the document has 288 dimensions.
The selection of the optimal features for reducing even further the dimensions
was operated using the Maximally Relevant Minimally Redundant (mRMR)
method, resulting 50 features per til. The preservation of the location of the
spatial color correlation coefficients is important thus an implicit strategy was
followed. Particularly after the mRMR the selected features where preserved
to their til-vector position and then all tils vectors concatenated into one vec-
tor. Finally the non-selected features from mRMR where discarded and the
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"compressed" form of the concatenated vector was the final outcome of the
correlogram preprocessing.

• The lines were used particularly for locating tables. The process was operated
on the full-page til and it was measuring the continuous sequence of black
pixels of the black and white form of the picture. Then a line-length histogram
was used for discriminating the table lines from other lines present in a text
such as header of footer lines often met in textbooks.

• The image size was operated only on the full-page size, for finding the page
size of the document and differentiate the papers form slides or picture usually
having different sized while papers usually delivered in a specific size page
size.

Their reported experiments of that study were conducted to a very special case
of the AGI research and for a very specialized taxonomy of office documents. The
corpus included papers in PDF format, photos in JPG format, PowerPoint slides, and
tables in documents. This corpus has been collected manually and then also manually
annotated. Fleiss’ Kappa agreement score for the annotators, has been used in order
to evaluate the quality of their corpus (the Kappa score was from 0.88 to 0.92).

2.3.4 Hyperlinks and URL-based Representation
The web is structured as a directed graph where each web-page is linked with other
pages through hyperlinks. Information about incoming and outgoing hyperlinks is
important for WGI. In addition, information found in web-pages that are linked with
the one in question could also be used.

In addition, each web-page has a unique address, the Uniform Resource Locator
(URL) that is used to identify it. Usually, important information is encoded in URLs
and sometimes this may refer to genre. For example, the string "blog" is quite likely
to appear in a the URL of blogs. Several previous studies attempt to exploit this kind
of information.

To begin with, a study is based on the web-graph and the implicit genre relation
among web pages assuming that neighbouring web pages are more likely to belong to
the same genre, a property called homophily. Then, the content of neighboring pages
are used to enhance the representation of a given web page in a semi-supervised
learning framework (Asheghi, Markert, and Sharoff, 2014)

GenreSim is a link-based graph model which exploits link structure to select rele-
vant neighbouring pages in order to amplify the information required for a page to be
classified to a genre taxonomy. This algorithm improves performance of WGI sig-
nificantly in cases where the textual information is very limited in a web-page such
as movie homepages, photography websites etc. On the other hand, the reported
experimental results indicate that in regular web-pages, where the textual part con-
sists of at least a couple of paragraphs, the advantage of using hyperlink-based graph
information is not remarkable (Zhu, Zhou, and Fung, 2011; Zhu et al., 2016).
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FIGURE 2.1: A directed graph of web-pages (Zhu et al., 2016).

GenreSim is a ranking algorithm based on PageSim algorithm, extended to fit in
the problem of WGI. Similar to all this kind of algorithms, is based on the assump-
tion that the more web-pages referred to a particular page, the more this page is re-
lated to them with respect to topic and/or genre. As concerns genre class, GenreSim
focuses on forward F(p) and backward B(p) hyperlinks. Moreover, utilizing the en-
tire graph structure, web-pages are characterized as Hubs H(p) or Authorities A(p).
The null hypothesis of the algorithm is that the web pages of the same genre are
inter-connected with their hyperlinks. Consequently, a few pages backwards and for-
wards to a specific web-page compose a small network of the same genre. Using this
"genre-network", the textual (and partially the structural) information of neighboring
web-pages can be used to amplify the signals required to classify a new web-page to
that genre.

In more detail, hubs are pages with many outgoing hyperlinks, whereas pages
with many incoming hyperlinks are called authorities. The number of incoming and
outgoing hyperlinks are increasing the respective scores as shown below:

H(p) = ∑u∈V |p→u ω(p)A(u)
A(p) = ∑v∈V |v→p ω(p)H(u) (2.3)

where V is the set of vertices (web-pages) of the graph. Web-pages with high score
but with few backward hyperlinks are quite likely to be spam pages. In order to
regulate this, the ω(p) factor reduces the score for the web pages with few backward
hyperlinks. In addition, this is also useful to normalize the few links issue. That is,
the number of the backward links is correlated to the number of links the page itself
contains. This factor is defined as follows:

ω(p) =
N

| logN− logN(p)|+ 1
(2.4)

where N is the number of backward links of the original page and N(p) the number
of backward links of neighboring page p. The score for a web-page in a given graph,
is calculated as follows:

Score(p) = H(p)+A(p) (2.5)
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In general, the recommendation score of page u propagating to page v across the
path P(u,v) is calculated as follows:

Score(u,v) =

{
∑p∈P(u,v)

d·Score(u)
∏x∈p,x 6=v(|F(x)|+|B(x)|)

, v 6= u

Score(u), v = u
(2.6)

The score of a recommended web-page is decreasing gradually as this pages lies
away (in hops) from the web-page to be classified. The d factor is set to be 0.5,
i.e. the page score is decreasing by half for every hop away from the page under
examination. Finally, the similarity of two pages is defined as follows:

Sim(u,v) =
∑

n
i=1 min(Score(vi,u),Score(vi,v))

∑
n
i=1 man(Score(vi,u),Score(vi,v))

(2.7)

This similarity score is used to select the top K most similar neighboring pages
with respect to a given page. All these pages are analyzed to provide features.

It should be underlined that hyperlinks themselves can be exploited by extracting
information from the URL string and not from the hyperlink-graph. Particularly, a
URL can be segmented to its components, i.e. the domain name, the path after the do-
main and the anchor text. Special characters such as {,.,?,$,%}, top-level domains
{.gr, .uk, .com,etc}, and file suffixes such as ".html", ".pdf" are usually discarded
and then character n-grams are extracted from the URL counterparts. WGI experi-
ments using only the hyperlink information combined (or not) with other web-page
information seems to be a promising researching path especially for performance ori-
ented WGI applications such as genre-based focused-crawling where only the URLs
are available (Jebari, 2014; Jebari, 2015; Abramson and Aha, 2012; Priyatam et al.,
2013)

2.3.5 Combination of Features
Instead of using only one type of features, studies in genre recognition tend to com-
bine several sources of information (Lim, 2005). Usually, textual features are con-
sidered more important and they are combined with alternative kinds of features .
Usually, such combinations increase the effectiveness of the method (Kanaris and
Stamatatos, 2009).

An example of combination of textual features from different levels of analysis
is reported in (Onan, 2018). The following features are used:

• Most frequent words (function words).

• Character n-grams

• POS n-grams

• Capitalized and lowercase words
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• Punctuation marks

• Semantic feature (time and money entities).

• Genre-specific features (n-grams occurring many times within a genre)

In a similar fashion, (Waltinger and Mehler, 2009) combine the following fea-
tures:

1. Word n-grams

2. Character n-grams

3. POS n-grams

4. Sentence and paragraph length

5. HTML tags

6. HTML attributes

7. Named entities

Other examples of combining different types of features can be seen in Tables 2.1
and 2.2 (Ströbel et al., 2018; Virik, Simko, and Bielikova, 2017). Interestingly, for
each feature, the required NLP analysis to extract such measures from documents is
also shown. It has to be noted that elaborate types of NLP analysis (e.g. syntactic
parsing) introduce a cost concerning the efficiency of the model. In addition, such
features are language-dependent.

2.3.6 Domain-specific Genre Representation
Beyond general characteristics that can be extracted from web-pages and be useful
in any WGI task, there are domain-specific features related to certain genres and
domains that provide a rich representation of their properties.

Blog is a genre with special interest for several research domains and as might be
expected it has its own particular characteristics. These features require lexical anal-
ysis, morphological analysis, lightweight syntactical analysis, and structural analysis
of documents so that they become available. In table 2.2 a rich set of such linguistic
properties used for Blog’s sub-genres classification are presented in detail. In (Virik,
Simko, and Bielikova, 2017) there is a detailed analysis for the correlation of the
linguistic features and the Blog’s sub-genres. Example of these sub-genres are the
following: informative, affecting, reflective, narrative, emotional and rational.

In (Dai, Taneja, and Huang, 2018) the focus is on the News genre. They use
a combination of features to recognize the main paradigms of presenting events in
news. These features include word unigrams and bigrams, syntactic features like
the frequency of syntactic production rules as well as primitive semantic information
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provided by a pre-defined dictionary (Linguistic Inquiry and Word Count (LIWC)).
The latter indicates terms associated with time, motion, and space, important in-
formation for quantifying the narrative scheme of the news story. In addition, key
events placement features are introduced that attempt to quantify information about
specific persons, time, and location of the news story and the point of the document
at which they occur. In practice, these features calculate the overlap of title with the
paragraphs of the document.

Automated genre identification is a subject of interest in the domain of intellec-
tual products (e.g. paintings, music, movies etc). Taxonomies of movies has also a
special interest for the technology and entertainment industries. The part of this re-
search related with the current thesis, is when movie genre is induced by using textual
features such as subtitles and the text description of a video content. Features that are
specifically defined for this domain are summarized in Table 2.3. Particularly, BOW,
surface and syntactic features are combined. Surface features include content-free
and content-specific (the ones related to specific topics) information (Lee, 2017). It
has been found that not all of these features are so important for this task. The most
important of them are: token-type ratio, words per minute, characters per minute,
hapax legomena, dislegomena, short words ratio, and ratios of (10, 4, 3, 1)-letter
words.

Wikipedia (and in general Wiki sites) is considered as a special genre due to its
richness of textual content per page and secondary for its informative linguistic reg-
ister. There are several sub-genres of wiki pages which are also characterized as
popular science websites and web documents (e.g. Wikipedia, Nature, New Scien-
tist, Wikinews, etc). There are some domain-specific features that seem to work well
for classifying wiki-pages into a sub-genre taxonomy. Table 2.4 shows the set of fea-
tures used for representing sub-genres of popular science and grouping web-pages
with similar properties (Lieungnapar, Todd, and Trakulkasemsuk, 2017).

On the other hand, it is also crucial to study what features used in genre recog-
nition studies remain unaffected by domain variations. This is especially important
in genres like News as well as Online reviews. In such cases, it is very important
to avoid topic-related information. Ideally, a WGI approach trained with samples of
a specific topic (e.g., sports) could be applied to other topics (e.g., politics) without
a significant drop in its performance. This is called domain transfer learning (Finn
and Kushmerick, 2006). Table 2.5 comprises a topic-neutral set of features (mainly
composed of function words and punctuation marks) to achieve this.

2.3.7 Feature Weighting and Selection
Term weighting is an essential issue in text mining applications. The features ex-
tracted from web-pages can be represented using a variety of traditional weighting
schemes such as Binary representation, Term Frequency (TF), and Term Frequency -
Inverted Document Frequency (TF-IDF) (Sharoff, Wu, and Markert, 2010a; Santini,
2007).
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The binary scheme is the simplest and according to which each term is repre-
sented by a binary value indicating its occurrence or absence in the document. De-
spite its naivety, very good results were obtained using this scheme in WGI studies
kanaris2009learning,sharoff2010web.

TF weighs each term according to its frequency in the document. Several varia-
tions of this approach can be found in the literature. For example, the raw frequency
of terms can be used. This certainly depends on the length of documents. Another
idea is to normalize the raw frequency of a term over text length:

T F(t,d) =
f (t,d)

length(d)
(2.8)

where f (t,d) is the raw frequency of term t in document d. Yet another modification
is to divide the raw frequency with the maximum frequency of any term in document
d.

TF-IDF is a balancing weighting scheme of document terms (e.g., word n-grams,
character n-grams, POS n-grams, etc) given a collection of documents. It regulates
the significance of the very low and very high frequency terms of the collection. That
is, it decreases the value of the very high frequency terms (i.e., function words), and
increases the importance of very low frequency terms when they occur in only a few
documents. The calculation of a terms IDF in a document collection is shown below:

IDF(t) = log
(

N
d f (t)

)
(2.9)

where N is the number of the documents in the collection and d f (t) is the document
frequency of t, that is the number of distinct documents it occurs.

Although TF-IDF is a popular choice in many text mining studies, the study of
(Sugiyanto et al., 2014) demonstrates that it is not the best choice for WGI tasks. On
the contrary, they propose a genre-specific weighting scheme, called TF-IGF. The
main idea is that instead of considering a collection of documents, they consider a
collection of genres (i.e., each genre is a collection of documents). Then, the terms
are weighted by using the frequency of the term within a genre and the genre fre-
quency of the term (i.e., the number of different genres it occurs):

T F− IGF(g, t) = f (t,g) · (1+ log
(

N
g f (t)

)
(2.10)

where f (t,g) is the frequency of term t in genre g and g f (t) is the genre frequency
of t. Since TF-IGF depends on genre, the average value over all genres in a given
palette is finally used. The TF-IGF score can be used to select the most informative
features that highlight genre-related information and reported results show that it is
a better criterion for feature selection in comparison to regular TF-IDF (Sugiyanto
et al., 2014).

In (Kanaris and Stamatatos, 2009) a frequency-based method to select the most
promising features is described. Initially, the feature set comprises character n-grams
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of variable length (n = {3,4,5}. Then the LocalMaxs algorithm is used to find the
most prominent n-grams taking into account the frequencies of constituent n-grams
of lower order and using a glue function. The reported results show that this simple
approach is quite effective in WGI tasks.

Another WGI-specific term weighting scheme has been suggested to deal with
features obtained from URLs of web-pages (Jebari, 2014). In particular, an ap-
proach called Structure-oriented Weighting Technique (SWT) first extracts character
n-grams from URLs and then each n-gram is weighted according to the following:

SWT (t,d) = ∑
s

w(s) f (t,s,d) (2.11)

where f (t,s,d) denotes the raw frequency of n-gram t in section s of document (i.e.,
URL) d. Namely, this approach assumes that the URL is segmented into fields and
each field has its own importance, as follows:

w(s) =


α i f s = Domain Name
β i f s = Document path
γ i f s = Documentname

(2.12)

Weights {α ,β ,γ} should be defined empirically using a training corpus (Jebari,
2014).
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TABLE 2.1: An example of combining different kinds of features for
genre recognition (Ströbel et al., 2018). The NLP analysis required to

extract each feature is also shown.

Name NLP Analysis
Number of Different Words / Sample Lexical
Correct Type-Token ratio Lexical
Number of Different Words Lexical
Root Type-Token ratio Lexical
Type-Token ratio Lexical
Lexical Density Morpho-Syntactic
Mean Length Clause Morpho-Syntactic
Mean Length Term-Unit Morpho-Syntactic
Sequence Academic Formula List Raw text
Lexical Sophistication (ANC) Raw text
Lexical Sophistication (BNC) Raw text
Kolmogorov Deflate Raw text
Morphological Kolmogorov Deflate Raw text
Syntactic Kolmogorov Deflate Raw text
Mean Length Sentence Raw text
Mean Length of Words Raw text
Words on New Academic Word List Raw text
Words not on General Service List Raw text
Clause per Sentence Syntactic
Clause per Term-Unit Syntactic
Complex Nominals per Clause Syntactic
Complex Nominals per Term Unit Syntactic
Complex Terms Units per Term Unit Syntactic
Coordinate Phrase per Clause Syntactic
Coordinate Phrase per Clause Syntactic
Dependent Clause per Clause Syntactic
Dependent Clause per Terms Unit Syntactic
Mean Length of Words (syllables) Syntactic
Noun Phrase Post-modification (words) Syntactic
Noun Phrase Pre-modification (words) Syntactic
Noun Phrase Pre-modification (words) Syntactic
Term Units per Sentence Syntactic
Verb Phrase per Term Unit Syntactic
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TABLE 2.2: Blog-specific features and required NLP analysis (Virik,
Simko, and Bielikova, 2017).

Name Description NLP Analysis
Special charac-
ters

Frequency of: @, #, $, %, <WhiteS-
pace>,&, -, =, +, !, ¿, ¡, [, ], /, |

Lexical

Word count Number of alphanumeric tokens Lexical
Unique lemmas Number of unique identified tokens Lexical
Abbreviations Ratio of abbreviations to all words Lexical
Long/short words Ratio of long (3 or more syllables) to

short words
Lexical

Misspelled words Ratio of misspelled words to all words Lexical
Nouns Ratio of nouns to all words Morphological
Adjectives Ratio of adjectives to all words Morphological
Pronouns Ratio of pronouns to all words Morphological
Verbs Ratio of verbs to all words Morphological
Proper Nouns Ratio of proper nouns to all words Morphological
Open/closed
words

Ratio of open words (e.g., nouns, adjec-
tives) to open words (e.g., determiners,
conjunctions)

Morphological

Functional/content
words

Ratio of functional words to content
words include nouns, adjectives, numer-
ical, non-modal verbs and adverbs

Morphological

Sequences of
functional words

5 or more consecutive functional words
with tolerance of one closed word

Morphological

Sentences Number of sentences Syntactic
Sentence length Average sentence length in number of

words
Syntactic

Simple/compound
sentences

ratio of simple to compound (with two or
more clauses) sentences

Syntactic

Sub-sentences number of simple sentences inside a com-
pound sentence

Syntactic

Dominant tense Present, future and past Syntactic
Dominant person First, second and third Syntactic
Dominant num-
ber

Singular and plural Syntactic

Links Ratio of number of Links to number of
sections

Structural

Image frequency Ratio of number of images to number of
sections

Structural

Sections Number of sections Structural
Section length Standard deviation words in sections Structural
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TABLE 2.3: Features for video content genre classification (Lee,
2017).

Name Description NLP Analysis
Words Average words per minute Raw text
Characters Average characters per minute Raw text
Word length Average word length Raw text
Word n-grams Frequencies of word n-grams Raw text
Sentence length Average sentence length in words Raw text
Type/token ratio Ratio of different words to the total num-

ber of words
Raw text

Hapax legomena Ratio of once-occurring words to total
words

Raw text

Dis legomena Ratio of twice-occurring words to total
words

Raw text

Short words Ratio of words with less than 4 characters
to total words

Raw text

Long words Ratio of words with more than 6 charac-
ters to total number words

Raw text

Word length Ratio of words of length of 1-20 to total
words

Raw text

Function words Ratio of function words to total words Raw text
Descriptive/nominal
words

Ratio of adjectives and adverbs to nouns Syntactic

Personal pro-
nouns

Ratio of personal pronouns to total words Syntactic

Question words Ratio of of wh-words to total words Syntactic
Question marks Ratio of question marks to total end sen-

tence punctuation
Syntactic

Exclamation
marks

Ratio of exclamation marks to total end
sentence punctuation

Syntacticc

POS n-grams Frequencies of POS n-grams Syntactic
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TABLE 2.4: Features used to represent popular science genres (Lie-
ungnapar, Todd, and Trakulkasemsuk, 2017).

Name Description
Sentence length Average number of words per sentence
Paragraph length Average number of sentences per paragraph
Discipline-specific
word density

Ratio of specialized vocabulary items to total
words

Phrasal verb density Ratio of phrasal verbs to total verbs
Compound noun den-
sity

Ratio of compound nouns to total nouns

Modal verb density Ratio of modal verbs to total words
Verb density Ratio of verbs to total words
Adjective density Ratio of adjectives to total words
Adverb density Ratio of adverbs to total words
Lexical repetition Yule’s characteristic K
Coordinating conjuga-
tion density

Ratio of coordinating conjunctions to total sen-
tences

Content word density Ratio of content words to total words
Evaluation move den-
sity

Ratio of evaluation moves to total sentences

Vocabulary diversity Probabilities of encountering each word type in
35-50 tokens

Logical connective
density

Number of logical connectives per 1000 words

Prepositional phrase
density

Number of prepositional phrase per 1000 words

Negation density Number of negation markers per 1000 words
Pronoun density Number of pronouns per 1000 words
Flesch reading-ease Flesh reading-ease index
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TABLE 2.5: Topic-neutral features to represent genres (Finn and
Kushmerick, 2006).

Type Features
Surface statistics Sentence length, Number of words, Words length
Function words because, been, being, beneath, can, can’t, certainly, com-

pletely, could, couldn’t, did, didn’t, do, does, doesn’t, do-
ing, don’t, done, downstairs, each, early, enormously, en-
tirely, every, extremely, few, fully, furthermore, greatly,
had, hadn’t, has, hasn’t, haven’t, having, he, her, herself,
highly, him, himself, his, how, however, intensely, is, isn’t,
it, its, itself, large, little, many, may, me, might, mighten,
mine, mostly, much, musn’t, must, my, nearly, our, per-
fectly, probably, several, shall, she, should, shouldn’t, since,
some, strongly, that, their, them, themselves, therefore,
these, they, this, thoroughly, those, tonight, totally, us, ut-
terly, very, was, wasn’t, we, were, weren’t, what, what-
ever, when, whenever, where, wherever, whether, which,
whichever, while, who, whoever, whom, whomever, whose,
why, will, won’t, would, wouldn’t, you, your

Punctuation
marks

! " $ % ’ ( ) * + - . : ; = ?
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2.4 Machine Learning Approaches to Genre Identifi-
cation

Genre identification of documents is generally viewed as a text categorization task.
After defining a feature space to represent documents, a classification algorithm can
be applied to a training set in order to learn to distinguish between genres. As already
pointed out, the majority of previous work studies consider this to be a closed-set
classification task. In addition, most of the existing studies consider a flat genre
palette where each genre is independent on the other genres. In the remaining of this
section, the machine learning algorithms that have been used to learn the properties
of genres are discussed according to the adopted setup of the task.

2.4.1 Closed-set Genre Recognition
The main research volume in this area adopt a closed-set classification framework.
Several well-known machine learning algorithms have been used for this task, in-
cluding SVM, Naive Bayes, Random Forest, Decision Trees, Ensemble-based mod-
els (Lim, 2005; Santini, 2007; Kanaris and Stamatatos, 2009; Jebari, 2015; Sharoff,
Wu, and Markert, 2010a).

The SVM classifier was tested either in binary or multi-class WGI tasks (Dai,
Taneja, and Huang, 2018). It is an algorithm than can easily handle high-dimensional
and sparse feature spaces (Joachims, 1997). In (Sharoff, Wu, and Markert, 2010a) an-
alytical experiments using a variety of datasets demonstrated that SVM WGI models
could surpass the best reported results in most of the cases combined with charac-
ter n-gram features. In addition (Virik, Simko, and Bielikova, 2017) compare SVM
models with Naive Bayes and k-Nearest Neighbours models on the recognition of
Blog sub-genres. The reported results show that SVM obtained higher accuracy re-
sults. Recently, an SVM-based approach was tested on the very challenging case
of cross-lingual genre classification (i.e., when the training documents are in one
language and the test documents in another language) and obtained very promising
results (Nguyen and Rohrbaugh, 2019).

Distance-based approaches in the WGI task include mainly variations of nearest-
neighbor classifiers. One particular case is based on ranked feature distributions
distances (Waltinger and Mehler, 2009). The features of the samples of a class are
ranked in descending order according to their TF or TF-IDF values. In order to
measure the distance of a new web-page from the classes, the features of the new
web-page are also ranked and then the difference in rankings indicate the most similar
class. That is the TF or TF-IDF value of features is not important anymore since
only the ranking of features is considered. Moreover, when a feature is not present
in either the new web-page or a class, then a predefined Max value is assigned. The
total ranking distance between a web-page d and a class g is calculated as follows:
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d(d,g, t) =

{
|rd(t)− rg(t)|, t ∈ d∧ t ∈ g
Max, t /∈ d∨ t /∈ g

(2.13)

rd(d,g) = ∑
t

d(d,g, t) (2.14)

The new web-page is then classified to the nearest class. The accuracy of this
method has been reported to surpass that of SVM using the same features (Waltinger
and Mehler, 2009).

Following the impressive performance obtained in classification tasks involving
natural language texts, deep learning algorithms have also been tested in WGI tasks
(Ströbel et al., 2018). A recurrent neural network comprising 200 gated recurrent
unit cells in the hidden layer has been suggested. On top of that, a fully-connected
layer assigns documents to classes using a Softmax decision function. Very promis-
ing results are reported for this deep learning model in closed-set WGI tasks.

In another recent study, a variety of deep learning algorithms are compared with
traditional methods and the latter seem to be more accurate in genre identification
tasks (Worsham and Kalita, 2018). In more detail, a convolutional neural network,
a long short-term memory network and a hierarchical attention network have been
applied to recognition of literary genres. However, they were outperformed by rela-
tively simple models based on traditional machine learning algorithms. In addition,
deep learning methods considerably increase the training time cost and require spe-
cial hardware infrastructure to handle long texts.

Instead of learning a simple model, ensemble methods attempt to extract several
base models and then combine them. One main direction is to use well-known en-
semble learning methods such as AdaBoost, Bagging and Random Forests (Sugiyanto
et al., 2014; Onan, 2018; Worsham and Kalita, 2018). This approach can easily han-
dle high-dimensional representations and heterogeneous features.

Another idea is to build a separate model for each web-page modality. For ex-
ample, an ensemble algorithm called Multiple Classifier Combination (MCC) is pre-
sented in (Zhu et al., 2016). Particularly, the main idea is to use information from
the web-page to be classified to a given genre palette as well as information from a
set of neighbouring web-pages (i.e., that are near the specific web-page in the graph
formed by hyperlinks between pages). The MCC algorithm builds a set of SVM
classifiers, each trained using a particular set of features. Then a decision matrix is
formed including all predictions of base SVM classifiers:

DP(p) =


d11(p) · · · d1|G|(p)
d21(p) · · · d2|G|(p)

...
dN1(p) · · · dN|G|(p)

 (2.15)

where di j is the membership degree given by classifier i to genre j, N is the number
of base classifiers, and |G| is the number of genres. Then, the final decision is taken
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by applying simple methods to combine these predictions columnwise, such as the
min, max or average rules.

Another late fusion ensemble is proposed in (Finn and Kushmerick, 2006). Again,
the idea is to build homogeneous base models each trained only on a specific feature
subset. In the testing phase the majority voting is a common strategy. Particularly
in their study they learn C4.5 decision trees for different web-page modalities (i.e.,
BOW, POS, text statistics features) and then build a Multi View Ensemble that com-
bines the predictions of the modality-specific models. It is important to note that in
the training phase active learning is used. This is a sample selection strategy where
an evaluating process indicates which sample is better to be used for the specific
C4.5 learner, for a given feature set. The late fusion ensemble with the active learn-
ing strategy obtained promising results including the domain transfer scenario.

2.4.2 Open-set Classification
Most previous studies in WGI consider the case where all web pages should belong to
a predefined taxonomy of genres (Lim, 2005; Santini, 2007; Kanaris and Stamatatos,
2009; Jebari, 2014). This corresponds to the closed world assumption. However,
this naïve assumption is not appropriate for most applications related to WGI since
it is not possible to construct a universal genre palette that covers at least a great
extend of the Web. Web-pages that do not belong to any of the predefined genres are
considered noise and also include web-pages where multiple genres co-exist (Santini,
2011; Levering, Cutler, and Yu, 2008).

Noise in WGI can be categorized into structured noise and unstructured noise.
The former assumes that there is no information about the composition of noise
(i.e., a random collection of web-pages not belonging to the known genres) (San-
tini, 2011). The latter assumes that noise is composed by specific unknown genres
(i.e., for which there are no training examples). However, it is highly unlikely that
such a collection represents the real distribution of pages on the web.

The effect of noise in WGI was first studied in (Shepherd, Watters, and Kennedy,
2004; Kennedy and Shepherd, 2005) where predefined genres were personal, organi-
zational, and corporate home pages while noise consisted of non-home pages. How-
ever, the distribution of pages into these four categories was practically balanced,
hence it was not realistic. In another study, a clustering framework is used where
one cluster is built for each predefined class and another cluster is built for the noise
(Kennedy and Shepherd, 2005).

To handle noise in WGI there are two options. First, to adopt the closed-set clas-
sification setup having one predefined category devoted to noise. That is training
examples for known classes as well as the noise class are provided. Since this cate-
gory would comprise all web pages not belonging to the known genre labels, it would
not be homogeneous. Moreover, this noise class would be much more greater with
respect to the other genres causing class imbalance problems.
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A few studies follow this direction. In these cases samples of noise are avail-
able in the training phase of the prediction model. In (Vidulin, Luštrek, and Gams,
2007) structured noise samples constitute the negative class of a binary classifier.
The most common approach to handle noise is to build binary classifiers where the
positive class is based on a certain predefined category and the negative class is based
on the concatenation of all other predefined categories plus the noise (Kennedy and
Shepherd, 2005). In (Dong et al., 2006) noise is used as the majority class in an ex-
periment where 190 instances from personal homepage, FAQ, and e-shop categories
were used in combination with 600 noise pages. Similarly, (Levering, Cutler, and
Yu, 2008) use about 200 instances for the predefined genres of store homepages,
product lists, and product descriptions in combination with about 800 other pages
(noise). Such a combination of binary classifiers can also be seen as a multi-label
and open-set classification model where a web page can belong to different genres
and it is possible for one page not to belong to any of the predefined genres. From
another point of view, (Jebari, 2015) considers outlier samples of known genre labels
as noise and excludes them from computing the centroids that represent genres in
mult-label WGI. The centroid of a genre is then adjusted each time a new web page
is classified to that genre.

Another, more realistic option is to adopt the pure open-set classification setting
where training examples belong only to known classes and it is possible for some
web pages not to be classified into any of the predefined genre categories. This setup
avoids the problem of class imbalance caused by numerous noisy pages and also
avoids the problem of handling a diverse and highly heterogeneous class. On the
other hand, open-set classification requires strong generalization with respect to the
closed-set setup.

A more concrete open-set classification models for WGI is presented in (Stubbe,
Ringlstetter, and Schulz, 2007). They use the idea of mono-classification for the WGI
task, building a genre-specific classifier following a cascading sequence of genre-
specific rules. Initially, a feature set is considered (including surface, lexical, HTML-
based and POS features) and rules based on these features are constructed. The
genre-specific rules are evaluated based on the F1 measure. In the rule construction
phase, the training data were used for determining feature selection and combination
criteria. Then, the classification criteria were formed into a decision tree. The ones
led to performance improvement were kept and the rest were discarded. An example
of such rules are shown in table 2.6.

The mono-classification cascading sequences were finally formed using F1-ordering
or Confusion-matrix-ordering.

In its original version (Stubbe, Ringlstetter, and Schulz, 2007), the algorithm has
been tested in a noise-free corpus but in (Asheghi, 2015) it has been applied on a
corpus with unstructured noise and its performance was drastically lower.

Another open-set classifier is presented in (Chen et al., 2012). It is an ensemble
approach composed by two base SVM classifiers each trained using a different mu-
tually exclusive training subset. The assumption of this approach is that part of the
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TABLE 2.6: Example of open-set WGI rule (Stubbe, Ringlstetter, and
Schulz, 2007)

.

Rule Criteria
Continuous text (NV > 18)∧ (NC > 2)
Literary or casual language (NSBA > 17)∧ (SA/A > 0.5)∧

(SA/A < 4)∧ (C < 2.5)∧ (CL < 3)
FAQ, Interview, Filter commentaries (AL < 1.3)∧ (GL < 3.8)∧ (Q < 3)
NV = number of verbs, NC = number of conjunctions,
NSBA = number of sentiment bearing adjectives, SA = sentiment adjectives,
A = adjectives, C = contractions, CL = casual language,
AL = arguing language, GL = generalizing language, Q = questionmarks

support vectors will be optimized for every SVM preserving the generalization of the
two independent models and the combined classification will manage to fit well over
the whole corpus. The combination of the output of the base models is a pairwise
genre operation that examines whether the SVM classifiers agreee on their decision
about a new web-page:

(gk
1[i]∨gk

2[i])∧ (gm
1 [i]∨gm

2 [i]),∀m 6= k (2.16)

where {k,m} are the genre classes and {g1,g2}, are the SVM classifiers. For any
new web-page, the truth table of this binary rule for all genre pairs might end up full
of zero values. Then, this page remains unclassified. In all other cases at least one
genre will return as true.

The above ensemble is an early fusion approach where the different features and
document representations are all combined in a concatenated vector for each docu-
ment. Then the concatenated vectors are the input for the learners of the ensemble.

As already discussed, the web is a dynamic environment and web genres tend to
evolve through time. New genres emerge and existing genres are modified in time.
Genres are adapting due to the medium transition such as from News on paper to
News on the Web, or because of the medium itself emerging novelties such as the
Blogs which have been evolved to micro-Blogs and the Social-Media. In (Caple and
Knox, 2017) there is a characteristic study about the temporal manner of the web
genres, where it is analyzed how the News (as a web genre) have changed over time
and the way the News sub genres appeared.

Most WGI approaches assume a static genre palette and a set of training exam-
ples for each genre that are representative of its characteristics. An approach that
attempts to take into account the evolving of genres is presented in (Jebari, 2015).
The Enhanced Centroid-based Classification (ECC) algorithm builds an incremental
centroid-based ensemble where genres are represented by their centroids and these
centroids are adjusted after the classification of each new web-page.

In more detail, the ECC algorithm calculates an initial set of centroids for every
genre g given a set of training examples Tg as follows:
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Cg =
∑p∈Tg p

‖∑p∈Tg p‖
(2.17)

where ‖x‖ denotes the 2-norm of vector x. Then, each training sample is re-examined.
If its distance from the centroid is more than a threshold, it is considered to be out-
lier and it is excluded from the new calculation of the centroid for that class. The
threshold is defined as the average of similarities of training examples to the centroid:

σg =
1
|Tg| ∑

p∈Tg

sim(p,Cg) (2.18)

In the testing phase, each new web-page is examined separately. If the similarity
of a new web-page with the centroid of a genre surpasses the threshold then the
web-page is used to re-calculate the centroid and the threshold of the genre. That
way ECC can adapt in the evolution of genres in time. Note that this is a multi-
label classification method since it assumes that a web-page can belong to more than
one genres. In addition, this is an open-set classification method because when the
similarity of a new web-page is not higher than any genre threshold, then this page
is left unclassified. On the other hand, this algorithm is sensitive to noise since web-
pages not actually belonging to any of the known genres but miss-classified to a
known genre can be used to alter its properties (centroid and threshold).

2.4.3 Semi-supervised and Unsupervised Learning
In WGI, there is lack of large labeled corpora including multiple genres and sufficient
training samples per genre. On the other hand, there is plenty of unlabeled examples
that can easily be used. One suggested direction in WGI research is the use of semi-
supervised learning approaches in order to exploit the virtually infinite number of
unlabeled data of the Web.

Particularly, in (Chetry, 2011) the Co-Training algorithm is used. Their model is
based on a SVM and a Naive Bayes classifier trained on 1,232 labeled web-pages as
well as a set of 20,000 unlabeled samples. Co-Training is based on an iterative pro-
cess where the unlabeled data are classified by the classifiers initially trained using
the labeled data. In every iteration the highest ranked unlabeled samples, in terms
of classification certainty of the classifiers, are labeled accordingly and the training
of classifiers restart using these new samples together with the previously labeled
samples. The process continues until all unlabeled samples have been used or a spe-
cific number of iterations is reached. The reported results show an improvement in
performance over a regular SVM classifier. The reported experiments adopt a closed-
set framework with a corpus including the genres of Spam, Discussion, Educational
Research, News Editorial, Commercial, Personal Leisure.

Another semi-supervised learning approach is described in (Asheghi, Markert,
and Sharoff, 2014). Given the graph of web-pages formed using the hyperlinks, the
min-cut algorithm is used to estimate the minimum cost of labeling based on the
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homophily assumption (i.e., neighboring pages tend to belong to the same genre).
The reported results indicate that this assumption is valid for particular genres such
as blogs and news.

Domain transfer is the ability to learn a model using training examples from one
domain and be robust enough to be applied to another domain. As an example, for
the genre News there might be several topic domains such as Sports, Technology,
Science, Health, Politics. An ML model which has been trained for News only on
Sports topic and still can perform equally well for Technology, etc, is considered
robust. This is very important particularly for genre identification tasks where usually
the positive available samples for a genre do not cover a wide range of topics. An
extreme case of domain transfer is cross-lingual genre classification where the task
is to train a model using documents in one language and then apply the model to
documents in another language, particularly with different linguistic properties, such
as English to Chinese and vice versa.

One proposed solution to achieve robustness across domains is presented in (Pe-
trenz and Webber, 2011). Their approach focuses on the use of language-independent
features such as character-n-grams and surface text characteristics such as type/token
ratio with an iterative strategy of training a ML model. Such a method is the Iterative
Target Language Adaption (ITLA).

ITLA is a special case of cross-lingual AGI method where pair-wise inter-language
training is possible. That is, one can train a model to one language and then optimize
it to another. This method enables the potential training of a model on one language
and adapted to another with few labeled samples set for the required genre taxonomy
and a rich set of unlabeled samples. In (Petrenz and Webber, 2011) SVM was the
model of choice. The process includes the following steps:

1. Initially train an SVM classifier on language LL
S . Then with the help of unla-

beled LU
T set for the target language the model is evaluated for its prediction

confidence on the genre taxonomy.

2. Using a labeled subset of the target language set LL
T , another SVM model is

trained where the prediction confidence of the initial training is used for se-
lecting only the samples of the subset returning the highest confidence score.

3. The samples with very low score in LL
T are filtered out and a new subset is

re-sampled.

4. The process continues between the steps 2 and 3 until no change in the pre-
diction confidence occurs or the iteration number has reached its pre-defined
limit.

The results in this study were very promising given that with a generic language
independent approach manages to exceed the results of the common solution of using
machine translation technology (i.e., where the texts of the source language, used to



40 Chapter 2. Relevant Work

TABLE 2.7: Popular science sub-genres description (Lieungnapar,
Todd, and Trakulkasemsuk, 2017).

Sub-genre Key Features Functional
Relations

Scientific narratives
(e.g., Science news)

Phrasal verb density, verb density, adverb
density, vocabulary diversity, logical con-
nective density, negation density, pronoun
density, Flesch reading ease

Interpersonal,
Narrative,
Persuasive,
Informative

Persuasive reports
(e.g., New Scientist)

Modal verb density, Flesch reading ease Interpersonal,
Persuasive

Scientific de-
scriptions (e.g.,
Wikipedia)

Average paragraph length, Lexical repe-
tition, Evaluation move density, Preposi-
tional phrase density

Informative

Technical sum-
maries (e.g., Science
abstracts)

Average sentence length, Discipline-
specific word density, compound noun
density, adjective density, coordinating
conjunction density, content word density

Informative,
Elaborated,
Impersonal

train the model, are automatically translated to the target language and they are used
to train the classification model).

Finally, genre recognition could be performed using unsupervised learning, namely
without any positive training examples. An interesting work that induces a genre tax-
onomy from unlabeled documents is presented in (Lieungnapar, Todd, and Trakulka-
semsuk, 2017). They use a k-means clustering method to induce sub-genres of pop-
ular science. A set of linguistic features (presented in table 2.4) is used to represent
web-pages and by taking into account the correlation of z-scores of these features to
the four detected clusters it is possible to estimate their significance for each cluster.
In addition, the detected clusters are associated with sub-genres of popular science
based on a functional relations analysis (e.g. impersonal, narrative, persuasive, in-
formative, elaborated, impersonal). That way a high-level description of the detected
sub-genres of popular science is provided. The results of this analysis providing
specific examples of popular science sub-genres, the key linguistic features and the
functional relations for each detected cluster can be seen in Table 2.7. Finally, they
have shown that their evaluation of the proposed semi-automated process was as ef-
fective as the experts agreement on the same task.

2.4.4 Hierarchical Classification
So far, all discussed methods assume that the genre palette consists of independent
genres in a flat structure. Another approach is to consider a hierarchical structure
of genres where super-genres and sub-genres are defined. Such a hierarchy can be
obtained by human-experts (Stubbe, Ringlstetter, and Schulz, 2007).
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An automated approach to build a hierarchy of genres is presented in (Madjarov
et al., 2015). First, they use two clustering methods attempting to develop a hierarchy
where a flat multi-class taxonomy could potentially be organized in a hierarchical
structure. That is, given a set of leaf class-tags, an agglomerative or a balanced k-
means algorithm is used to create a class hierarchy.

The reported results show than balanced k-means works better for this task on
their data set and experimental set-up. The success of balanced k-means can be
explained by the fact that it needs the size of the clusters to be provided. Thus, the
objective function of this method is to optimize two (contradictory) objectives: first,
to find the most dense and well separated clusters and second to maintain the sizes
of the clusters equal. To do so, the Hungarian algorithm is used for the optimization
process, a combinatorial optimization algorithm that solves the assignment problem
in polynomial time.

The automatically obtained hierarchy has been compared with the one built by a
human-expert. The former has been found to work equally or even better than the
latter. It has also been demonstrated that the obtained hierarchical structure can be
used for a multi-class classification scenario (Malinen and Fränti, 2014).

2.5 Corpora for WGI Evaluation
In order to evaluate WGI approaches, there is need for corpora including multiple
web genres. Given that most WGI methods need to be trained, an adequate number
of positive examples per genre should be provided so that a large part of it to be used
for training and hyper-parameter tuning and the rest for test purposes. Unfortunately,
the available corpora used in previous studies are relatively small.

Table 2.8 shows a list of corpora developed by researchers to evaluate their meth-
ods (focusing on corpora that include HTML documents). Most of these corpora
have also been used by other researchers to provide comparative evaluation results
when new WGI methods are proposed. Due to the small size of the existing corpora,
the most popular approach is to apply 10-fold cross-validation.

• KI-04: This is a corpus of web genres selected according to their usefulness for
web search purposes (Eissen and Stein, 2004). Documents were downloaded
in 2004.

• I-EN: This is a small collection of web-pages randomly selected from a large
corpus representing English Web in 2005 (Sharoff, 2010).

• 7-Genre: This is a corpus of web genres downloaded in 2005 (Santini, 2007).
All pages were manually collected.

• SANTINIS: This is an augmented version of 7-Genres. It includes four ad-
ditional genres from BBC pages as well as 1,000 unlabeled pages from the
SPIRIT collection (Joho and Sanderson, 2004). The latter can be viewed as
noise.
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TABLE 2.8: Corpora used in the evaluation of WGI methods.

Corpus Texts Genres
KI-04 1,205 8
I-EN 250 7
7-Genre 1,400 8
SANTINIS 2,480 12
HGC 1,412 34
MGC 1,536 20
LWGC-B 3,964 15
LWGC-R 966 15

• HGC: This corpus provides a hierarchically structured genre palette (Stubbe,
Ringlstetter, and Schulz, 2007). For example poem is a sub-genre of literature
and reportage is a sub-genre of journalism.

• MGC: This is the only multi-labelled corpus of the list. Each web-page can
belong to several genres. (Vidulin, Luštrek, and Gams, 2007)

• LWGC-B: This is a corpus constructed using crowd-sourcing to ensure the
reliability of genre labels (Asheghi, 2015). It is a balanced corpus meaning
that the samples are evenly distributed over the selected genres.

• LWGC-R: This is based on the same methodology with LWGC-B. However,
a random collection of web-pages was assigned to genres meaning that it is
highly unblalanced. In addition, a large part (almost half) of web-pages do not
belong to any of the given genres (i.e., noise) (Asheghi, 2015).

As can be seen, the characteristics of these collections differ. Each one enables
the evaluation of WGI approaches in specific setups. In addition, there is variety of
genre labels included in these collections. The most common labels refer to personal
home pages and e-shop. In general, genre labels of one collection cannot be easily
mapped to labels of another collection. It has to be noted that the time of building the
corpus constrains the genres that includes. For example, KI-04 that is relatively old
exclude blogs and FAQs. This also clearly indicates the emerging of new web genres
(Dash and Arulmozi, 2018).

Another weakness of some corpora is the lack of representativeness for specific
genres. For example, the FAQ label of 7-Genres consists of web-pages mainly dis-
cussing hurricanes. Thus, this genre becomes too specific and could be identified
thematically.

As concerns, open-set evaluation of WGI approaches, only two corpora include
(unstructured) noise: SANTINIS and LWGC-R. Unfortunately, the latter is not publicly-
available.
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2.6 Conclusions
The bulk of research in genre recognition studies focuses on the extraction of rele-
vant information from documents. Various sources have been explored including the
textual part of web-pages, the visual appearance and structure, the URL and graph
of interlinked web-pages. Usually, a combination of features from several such cat-
egories assist to enhance performance in WGI. However, the textual features are
considered the most important ones and provide the starting point of almost every
study. It is remarkable that among the most effective ways to represent web-pages
in the framework of WGI tasks are word and character n-grams. Such features are
easy to extract requiring minimal resources, language-independent, and able to cap-
ture nuances of stylistic properties of texts. On the other hand, such features build
high-dimensional and sparse representations.

It has to be noted that, in contrast to thematic text classification approaches, min-
imum text pre-processing should be applied in WGI tasks. That is stopword removal
is not a good idea since the most frequent words are associated with certain syntactic
structures that provide useful stylistic information. Punctuation marks, capitaliza-
tion, etc. should not be removed since they are important style markers. Stemming
or lemmatization is not advisable since significant morphological information will
be lost.

The vast majority of WGI approaches adopt the closed-set classification scenario.
This is far from realistic for most WGI applications where it is not possible build an
adequate genre palette. In an experiment presented in (Asheghi, 2015), users (in a
crowd-sourcing environment) were asked to assign about 1,000 randomly selected
pages to 15 pre-defined general genre labels. More than 45% of the web-pages were
left unclassified. This clearly shows that a great amount of web-pages will not meet
the criteria of any pre-defined genre palette. In addition, it demonstrates that the level
of noise is higher than any pre-defined genre in WGI tasks.

The most successful classification algorithms applied to genre recognition tasks
so far, are SVMs, distance-based methods, and ensemble methods. It seems that it is
especially important to adequately handle irrelevant and redundant features. The ap-
plication of deep learning methods in WGI tasks has not provided remarkable results
yet, in contrast to several other text classification tasks. One reason for this could be
the lack of large volumes of training examples.

There is only a few open-set WGI approaches. Some of them are not adequately
evaluated since experiments using noise-free corpora are used (Stubbe, Ringlstetter,
and Schulz, 2007; Jebari, 2015). In addition, even when noise is included in the
evaluation corpus, the evaluation measures do not take into account the open-set
conditions (Asheghi, 2015).

The evaluation corpora used for the estimation of effectiveness of WGI meth-
ods are small in size and greatly differ in characteristics. Most of them are old
enough and do not cover modern genres. Unfortunately, two recently developed
ones (LWGC-B and LWGC-R) specifically designed to provide reliability of genre
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labels and thematic-neutrality of samples belonging to each genre are not currently
publicly available.
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Chapter 3

Open-set WGI Algorithms

3.1 Introduction
WGI is a task that can be approached either as a closed-set or an open-set classifi-
cation problem. The former case assumes that there is a well-defined genre palette
that covers all possible genres that can be found in our domain. In addition, for each
such genre there are representative instances of web-pages to be used as training data.
These assumptions are far from realistic in most WGI applications. As already ex-
plained in previous chapters, it is not feasible to define a universal genre palette for
the Web since there is no consensus over genre labels and new genres are emerging
or existing genres evolve through time. On the other hand, it is possible to deter-
mine certain web genres where there is general agreement about their characteristics
(e.g., blogs, e-shops). For such web genres it is relatively easy to find representative
training data.

Open-set classification is, therefore, a more realistic option to model the WGI
task. In this setup, a genre palette covering very specific web genres is given and all
other genres are considered as noise (i.e., instances of noise should not be assigned to
any of the known genres). An effective open-set WGI approach can suit any type of
relevant application since it provides the ability to recognize the known web genres
without being confused by the presence of noise. It should be underlined that it is
expected for noise to outnumber the training instances of the known genres. Web is
chaotic and of huge scale and known genres only cover a small part of it.

Open-set classifiers have to deal with an important difficulty: the Open Space
Risk (OSR). This corresponds to the instance space that lies away from the instances
of known genres and can be occupied by samples of an unknown genre. An open-
set classifier should be able to set the boundaries of known genres so that to avoid
the risk of including an area where an unknown genre is found. This is especially
challenging when the dimensionality of the representation is high. This is exactly the
case with most of the popular text representation schemes that are composed of hun-
dreds or thousands of features (e.g., character n-grams, word n-grams). It is therefore
crucial to develop open-set classifiers for WGI that are robust to high-dimensional
representations or combine open-set algorithms with appropriate compact represen-
tations.
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In this chapter, three open-set WGI methods are described in detail. The first
method is based on one-class classification where only positive examples are consid-
ered for each known genre. This does not mean that it is not possible to find negative
examples. However, the negative class is too huge and heterogeneous that is quite
challenging to extract representative negative samples. The second approach consid-
ers training samples for all available known genres and attempts to reduce the effect
of high dimensionality of representation by performing repetitive subspacing. The
main idea is to build an ensemble of classifiers, each one using a subset of the initial
features. The third approach is an extension of the nearest-neighbor classification
algorithm and attempts to directly regularize the effect of OSR.

The rest of this chapter first describes the main properties of open-class classifi-
cation and discuss the main existing paradigms. Then, each one of the three proposed
methods for WGI tasks is analytically presented.

3.2 Open-set Classification
An open-set classification task is a tuple (C ,K ,U ), where C is a set of predefined
known classes, K is a set of training samples for the known classes (i.e., for each
c∈C there is a set of training samples Kc ⊂K ), and U is a set of unknown samples
to be assigned to classes. Each u ∈ U may belong to either one c ∈ C or none of
them. Furthermore, the subset of U not belonging to any of the known classes is
called noise N .

3.2.1 Noise in Open-set Recognition
The previous definition of open-set classification task only considers two kinds of
classes: known and unknown. A more detailed analysis is provided in (Geng, Huang,
and Chen, 2018):

• Known-known classes are the classes for which positive samples are available.
This is directly comparable to C .

• Known-unknown classes consist of negative samples that can be merged into
one big artificial class, like background classes (Dhamija, Günther, and Boult,
2018).

• Unknown-known classes are classes that can be described using some kind
of side-information (e.g., a semantic description). However, there is lack of
positive training examples for these classes. The recognition of such classes
can be performed by zero-shot learning (Palatucci et al., 2009).

• Unknown-unknown classes are classes without any positive training examples
and without any side-information. This directly corresponds to N .
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In this thesis we distinguish noise into unstructured and structured forms:

• Unstructured Noise corresponds to the case there is not a distinction between
the unknown classes. In other words, all unknown classes are merged into a
single super-class. This is very realistic in WGI applications where it is quite
unclear how to define the genre of a large number of web-pages.

• Structured Noise is composed of distinct unknown classes, that is we consider
that each n ∈N belongs to a class c /∈ C . Certainly, this information is not
given to the open-set classifier but it is only used to estimate its performance.
This is also realistic in certain WGI applications where we are interested about
the recognition of specific genres and it is also known that several other genres
exist.

3.2.2 The Open-Space Risk
One possibility to build classifiers that can leave some (test) instances unclassified
is to introduce a reject option to closed-set classification algorithms. First, a regular
closed-set classifier is trained using K . Then, a reject criterion is determined, usu-
ally associated with the confidence of the predictions, and each test instance that does
not satisfy this criterion is not classified to any of the classes in C (Onan, 2018). For
example, the reject criterion could relate to the difference of probabilities assigned to
the two most likely classes in C . If this difference is large, then it is an indication that
the instance in question really belongs to the most likely class (i.e., the confidence of
prediction is high). If, on the other hand, the difference is small (i.e., the confidence
of the prediction is low), then this means that the instance most probably does not
belong to these classes.

One big problem of this approach is that it provides strong predictions for the
entire instance space. Actually, closed-set classifiers segment the instance space so
that instances belonging to the known classes to be well separated. However, this
also means that if an unknown class lies in the space that is far away from the known
classes, it cannot be easily distinguished anymore. Figure 3.1(a) depicts the case
where a closed-set classifier is trained to recognize two known classes. Note that the
decision boundary affects the entire instance space. There is also an unknown class
that lies away from the known classes, almost equally away from both of them, and
also near the decision boundary. This scenario can be handled by a rejection option
since all members of the unknown class will be equally likely to belong to either of
the known classes and, therefore, can be rejected. Figure 3.2(b) shows a similar case
with two known classes and one unknown class. However, this time the unknown
class lies deep in the space that seems to belong to one of the known classes. The
members of unknown class are still far away from both known classes but now the
rejection option will not work since it seems that one of the known classes is far more
likely than the other.
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FIGURE 3.1: An example of closed-set classification with a reject op-
tion. Known classes ’+’ and ’-’ are separated by a decision boundary.
In (a) an unknown class ’o’ lies away from both known classes and
near the decision boundary. In (b) the unknown class lies deep in the

part of one of the known classes.

A pure open-set classifier attempts to determine the space that surely belongs to
the positive examples of each known class. An example is demonstrated in Figure 3.2
where, similar to the previous case, there are two known classes and one unknown
class. However, this time the relative position of the space occupied by the unknown
class with respect to the position of the known classes is not that crucial anymore.
In both cases of Figure 3.2(a) and 3.2(b) the decision boundaries of known classes
avoid to include samples of the unknown class.

Note that the most important issue about an open-set classifier seems to be the
appropriate definition of the known class boundaries. If the classifier is too conser-
vative, then the space allocated to the known class will be too small and it is possible
to exclude some of its members. On the other hand, if the classifier is optimistic,
then the area allocated to the known class will be large including neighboring areas
of the known class training instances increasing the risk of including samples of un-
known classes. This is demonstrated in Figure 3.3. The more optimistic an open-set
classifier is, the more likely to suffer by the open space risk.

Let fy be a recognition function for a known class y, fy(x) = 1 corresponds to the
case x is assigned to class y while fy(x) = 0 means that x is not recognized to belong
to y. Then, the open space risk is formally defined as follows (Scheirer et al., 2013):

Ro( fy) =

∫
o fy(x)dx∫
So

fy(x)dx
(3.1)
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FIGURE 3.2: An example of open-set classification. Decision bound-
aries for known classes ’+’ and ’-’ include all positive results. In (a)
an unknown class ’o’ lies away from both known classes. In (b) the

unknown class lies near one of the known classes.

where O corresponds to the positively labeled open space and SO is the overall posi-
tively labeled space including the space of training samples of the known class. The
larger the open space risk, the more optimistic the classifier, and the larger area is
assigned to the known class.

An alternative way to define open space is provided in (Fei and Liu, 2016). Let
SO be a large sphere of radius rO including all positive instances of a known class
and the positively labeled open space and Bry be a sphere of radius ry that ideally
includes all positive training examples of known class y. Both SO and Bry have the
same center ceny, the center of positive training instances of class y. Then the open
space O is defined as follows:

O = So−Bry(ceny) (3.2)

Given this formulation, where the open space is considered as a bounded spher-
ical area, the main issue in open-set recognition is to appropriately define radius rO
for each known class.

A more formal definition of open-set classification directly involves the open
space risk. Let RO be the open space risk and Rε the empirical risk (i.e., the loss
function in the training set). Then the objective of open-set classification is to find a
function f which minimizes the following open-set risk:

argmin
f
{RO( f )+λRε( f (K ))} (3.3)

where f (x)> 0 implies correct recognition and λ is a regularization constant. Thus,
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FIGURE 3.3: Examples of open-set classification with different open
space risk. In (a) a conservative open-set algorithm is used and avoids
the open space risk. In (b) an optimistic open-set algorithm is used

that is more sensitive to the open space risk.

open-set risk balances the empirical risk and the open space risk (Geng, Huang, and
Chen, 2018).

3.3 Paradigms in Open-set Classification
In the relevant literature, a variety of approaches to open-set recognition can be
found. A thorough recent review is provided in (Geng, Huang, and Chen, 2018).
In general, the following main paradigms are usually followed:

• One-class classification methods

• Modification of traditional ML methods

• Deep learning methods

• Generative models

One way to approach open-set classification is to apply One-Class classification
(OCC) methods. An OCC method is based on only positive samples of a given class.
It is assumed that negative samples are either difficult to obtain or the negative class is
so heterogeneous that it not easy to sample it. There are several approaches towards
the solution of this problem. A compact survey on OCC is provided in (Khan and
Madden, 2010).
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The Rocchio’s algorithm is the simplest one-class classification algorithm where
it has been used for information retrieval tasks because of its simplicity and consis-
tency (Joachims, 1997). The learning process is just the summation of all the sample
vectors of a given class, i.e the prototype vector. Then, a new sample is classified
as positive or negative using the angular distance from the prototype vector and a
threshold value.

Datta (cited in (Manevitz and Yousef, 2002)) proposed a Naive Bayes Classifier
modification for OCC problems and use only positive samples in the learning pro-
cess. A probability density function of a class E is induced as prediction model.
Classifying a document d involves calculating the probability p(d|E) which, under
the naive assumption, is equal to the product of its features wn probabilities p(w|E),
where n is the size of feature vector. To decide wether the document is classified as
positive, a threshold is required to be defined.

Perhaps the most popular OCC approach is described in (Scholkopf et al., 1999).
It is actually a modification of the well-known SVM algorithm to the problem of the
overlapping samples distributions, known as ν-SVM (Bishop, 2006). The nature of
ν-SVM allows to use it in binary classification problems as long as to OCC problems.
The parameter ν is both controlling the fraction of support vectors and the margin
errors, i.e. positive samples considered as outliers. The optimization process begins
with considering the origin as the only negative example. More details this approach
are given in Section 3.4.1.

Outlier-SVM is another SVM-based algorithm discussed in (Manevitz and Yousef,
2002; Khan and Madden, 2010). The performance of this model was competitive but
not top performer when compared with methods such as One Class Neural Networks,
One Class Naive Bayes Classifier, One Class Nearest Neighbor, and Rocchio Proto-
type. In addition this algorithm is sensitive to the term weighting schema, i.e. Binary,
TF, TF-IDF, etc., and vector dimensionality.

There are also OCC methods exploiting the availability of unlabeled data. (Yu,
2005) proposed two OCC algorithms that use positive and unlabeled data for building
a classification model that describes the single class boundary. The Mapping Con-
vergence (MC) algorithm incrementally labels negative data from the unlabeled data
set using the margin maximization property of SVM. The Support Vector Mapping
Convergence (SVMC) optimizes the MC algorithm for fast training. Both algorithms
had been compared into real world classification tasks, letter recognition, and diag-
nosis of breast cancer with higher performance than Spy Expectation Maximization
(S-EM), SVM-NN (i.e. C-SVM using unlabeled data point as negative ones) and
Naive Bayes Classifier with noise samples (Liu et al., 2002; Li and Liu, 2003).

In contrast to OCC, the majority of the approaches to open-set recognition are
able to handle poth positive and negative samples of a given class. Several variations
of well-known classification algorithms have been proposed so far. The 1-vs-Set
SVM algorithm introduced in (Scheirer et al., 2013) was the first attempt to regulate
the open space based on formula 3.3 using a second hyperplane parallel to the sep-
arating hyperplane. However, the space corresponding to each known class remains
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unbounded. This means that the open space risk still remains. Another SVM-based
approach (W-SVM) consists of two models, a one-class SVM and a binary SVM us-
ing a Wibull cumulative distribution function (Scheirer, Jain, and Boult, 2014). Yet
another idea used in the POS-SVM method (Scherreik and Rigling, 2016) models
open space risk and empirical risk probabilistically.

The Distance Based algorithms can be adopted in the open-set framework by
bounding the true positive samples by the outliers. Nearest Non-Outlier (NNO) al-
gorithm is a center-based method that uses OSR regularization for keeping the out-
liers bounded. There are several center based algorithms one of them is the RFSE
algorithm developed for this thesis and described in 3.4.2. NNDR described in 3.5 is
also a distance-based method.

Deep Neural Networks are usually developed with a SoftMax function forcing the
whole modeling setup to follow a closed-set assumption. However, there have been
several efforts to modify deep learning models for open-set classification, notably
using OpenMax (Bendale and Boult, 2016; Cardoso, Gama, and França, 2017). First,
a normal SoftMax model is trained. Then, the layers of the network are modified to
be able to recognize (pseudo) unknown classes. Another approach is to follow the
adversarial learning setup where it is attempted to generate the unknown classes.
One such method, the Generative OpenMax algorithm (Ge et al., 2017) estimates the
decision boundary between known classes and the generated unknown ones.

Another generative approach is based on the Dirichlet Process, a distribution over
distributions. This model is not overly depended on the training samples and can
adapt to changes in data distribution. The collective decision-based OSR (CD-OSR)
method applies co-clustering to model each known class (Geng and Chen, 2018).
Each known class can be represented by several of the obtained clusters while some
clusters are not associated with any of the known classes. In the testing phase, each
instance that falls into these unassociated clusters is assigned to the unknown classes.
The main advantage of this generative approach over discriminative-based ones is
that it does not need any threshold definition.

3.4 Open-set Classifiers for WGI

3.4.1 One-Class SVM
The first open-set WGI method introduced in this thesis follows the OCC paradigm.
Basically, the main idea is to build a one-class SVM classifier for each class c ∈ C
using only the positive instances of that class. Ideally, the members of the other
known classes as well as members of the unknonwn classes will not be recognized
by any of these one-class classifiers.

One-class SVM attempts to find the contour including the positive samples of the
target class, as depicted in figure 3.4. Following the logic from the traditional SVM
algorithm, a one-class modification, called ν-SVM, was introduced in (Scholkopf
et al., 1999). Let x1,x2, ...,xl be a set of positive samples of the target class and φ a
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FIGURE 3.4: One-class SVM algorithm. (a) The positive examples of
the target class in the original feature space. (b) The examples in the
mapped space (through the kernel function K(x,y)) where the origin
plays the role of the only negative sample. The algorithm attempts to

maximize the margin ρ allowing some outliers.

feature map. ν-SVM considers the origin (in feature space φ ) as the only negative
sample and attempts to separate the positive samples from the origin and maximize
the distance of the decision hyperplance from the origin. The latter is called margin
(ρ). More formally, the algorithm solves the following optimization problem:

argmin
w,ρ

{
1
ν l

l

∑
i=1

(ξi−ρ)+
1
2
‖w‖2

}
(3.4)

subject to:

(w ·φ (x))≥ ρ−ξi,ξi ≥ 0 (3.5)

where ξi correspond to slack variables allowing the model to handle outliers and ν is
a hyper-parameter in (0,1). Similar to the traditional SVM, the solution involves the
construction of a dual problem where a Lagrange multiplier (αi) is associated with
every constraint of the primary problem. Thus, the following optimization problem
is solved:

argmin
α

1
2 ∑

i, j
aia jK(xi,x j) (3.6)

subject to:
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0 6 ai 6
1
ν l

(3.7)

l

∑
i=1

ai = 1 (3.8)

where K(x,y) is a kernel function. Non-zero αi are the support vectors (see Figure
3.4) and only them contribute to the decision function:

f (x) = sgn(∑
i

αiK(xi,x)−ρ) (3.9)

Note that the offset ρ can be derived by any support vector whose αi is not at the
upper or lower bound. The hyper-parameter ν has the following properties:

• ν is an upper bound on the fraction of outliers.

• ν is a lower bound on the fraction of support vectors.

• ν values cannot exceed 1.

This hyper-parameter determines the smoothness of the algorithm. For small
values of ν , errors get penalized severely and only a few outliers are permitted. This
also increases the open space risk. On the other hand, large values of ν correspond
to very conservative models where a large part of positive examples are outliers. For
example, in (Scholkopf et al., 1999) it is reported that in their experiments when
using ν = 0.05, 1.4% of the training set has been classified as outliers while using
ν = 0.5, 47.4% is classified as outliers and 51.2% is kept as support vectors.

In WGI we usually have multi-class classification problems. For each known
class, a separate OCSVM model is extracted. Then, in the application phase, for
each unknown sample, each OCSVM model decides whether the sample belongs to
its class. In addition to a crisp decision, we also take into account the distance of
the sample from the hyperplane as an indication of the confidence of this prediction.
Finally, the unknown sample is assigned to the class with maximal confidence or left
unclassified in case all OCSVM models reject it.

This OCSVM approach to WGI was first introduced in (Pritsos and Stamatatos,
2013) and it is analytically described in algorithm 3.1 1.

Note that the same hyper-parameter ν value is used for all known genres. This
value should be determined empirically. OCSVM is affected by the curse of di-
mensionality which causes the generalization error to increase with the number of
irrelevant and redundant features (Erfani et al., 2016). The following open-set clas-
sification method attempts to avoid this problem.

1The implementation of OCSVM in Python uses the scikit-learn package.
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Algorithm 3.1: The OCSVM algorithm.
Data: G a genre palette and Wg a set of known web-pages for each g ∈ G, w

an unknown webpage of the Wa arbitrary webpages set, F the feature
set, ν the nu hyper-parameter of OCSVM,

Result: r ∈ {G, /0}
1 score[:, :]=0, the score 2D matrix where rows are for genre’s class tags and

columns for each webpage under evaluation for each g ∈ G do
2 Model(g) = ocsvmTrain(Wg,F ,ν), train a OCSVM model in vector

space F with hyper-paramenter ν for genre g;
3 end
4 for each g ∈ G do
5 for each w ∈Wa do
6 score[g,w] = ocsvmApply(Model(g),F ,w), the distance of the

unknown page w from the hyperplane;
7 end
8 end
9 if max(score[:, :])< 0 then

10 r ∈ /0, i.e. none of the known genres or "I don’t know";
11 else
12 r = argmaxg∈G(score[:, :]), i.e. w belongs to the genre of highest score;
13 end

3.4.2 Random Feature Subspacing Ensemble
WGI tasks are usually associated with high dimensional data. In addition, the kind of
features involved in text representation schemes are highly redundant and irrelevant.
It is therefore crucial for an open-set classification method to handle the curse of
dimensionality appropriately.

A distance-based open-set classification method has been introduced in (Koppel,
Schler, and Argamon, 2011) aiming to handle the task of Author Identification where
similar types of problems exist with respect to WGI. In the original approach, there
is only one training example for each known class and a number of simple classifiers
is repetitively learned based on random feature subspacing (i.e., a randomly-selected
number of features is used). Each classifier uses a similarity measure to estimate the
most likely class for a given new sample. The main idea is that it is more likely for
the true class to be selected by the majority of the classifiers since the used subset of
features will still be able to reveal the high similarity. If, on the other hand, there is
no prevailing class, then the new sample is not assigned to any of the known classes.
This method is depicted in Figure 3.5.

Note that in author identification we are mainly interested about stylistic similar-
ities. The style of the author (of genre) can be captured by many different features so
a subset of them will also contain enough stylistic information (redundant features).
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FIGURE 3.5: The RFSE algorithm. Several distance-based learners
are applied on random feature subsets. A threshold σ is used to decide

if a new web-page will be left unclassified.

Since WGI is also a style-based text categorization task, this idea should also work
for it.

In this thesis, we adopt this method for open-set WGI tasks (Pritsos and Sta-
matatos, 2013). In WGI there are multiple training samples for each known genre.
To maintain simplicity of classifiers, we have used a centroid vector for each genre.
In the training phase, a centroid vector is formed for every known class by averaging
all the representation vectors of the training examples of web pages belonging to the
same genre.

The class centroids are all formed for a given feature type. Then, an evaluation
sample is compared against every centroid and this process is repeated I times. Ev-
ery time a different randomly-selected feature subset is used. Then, the scores are
ranked from highest to lowest and we measure the number of times the sample is
top-matched with every class. The sample is assigned to the genre with maximum
number of matches given that this score exceeds a predefined σ threshold. In the
opposite case, the sample remains unclassified, the RFSE responds "I Don’t Know".
The RFSE method is analytically described in Algorithm 3.2.

The number of iterations and the decision threshold should be derived empiri-
cally. With respect to the similarity function used by the algorithm, there are several
choices. In this thesis, we examine three options. First, the cosine similarity, a typical
selection in text mining tasks since it can easily handle high-dimensional and sparse
vectors. Then, the MinMax similarity, inspired by the excellent results reported by
(Koppel and Winter, 2014) in another style-based text categorization task. These two
similarity measures for vectors of dimensionality n are defined as follows:
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Algorithm 3.2: The RFSE algorithm.
Data: G a genre palette and Wg a set of known web-pages for each g ∈ G, w

an arbitrary web-page of the Wa arbitrary webpages set, F the feature
set, f s a fraction of feature set size, I a number of iterations, σ the
decision threshold

Result: r ∈ {G, /0}
1 for each g ∈ G do
2 centroid[g] = average(Wg,F), average all known web-pages Wg of

genre g to build a centroid vector;
3 score[g] = 0;
4 end
5 repeat
6 f = subset(F , f s), Randomly choose f s features from the full feature set

F ;
7 for each g in G do
8 for each w in Wa do
9 sim[g,w] = similarity(w,centroid(g), f ), estimate similarity of

unknown page w with centroid(g) in vector space f ;
10 end
11 end
12 maxg = argmaxg∈G(sim[:, :]), find the top match genre;
13 score(maxg) = score(maxg)+ 1, increase the score of top match genre;
14 until I times;
15 if max(score(g))/I > σ then
16 r = argmaxg∈G(score(g)), assign the unknown page to genre with

maximum top matches;
17 else
18 r = /0, none of the known genres or "I don’t know";
19 end

cosine(~x,~y) =

n

∑
i=1

xi,yi

(
n

∑
i=1

x2
i )

1
2 (

n

∑
i=1

y2
i )

1
2

(3.10)

minmax(~x,~y) =

n

∑
i=1

(min(xi,yi))

n

∑
i=1

(max(xi,yi))

(3.11)

Finally, we introduce an approach that combines these two similarity functions.



58 Chapter 3. Open-set WGI Algorithms

(a) (b)

+
+

+

+
+
+

+
+

+
+
++

+
++++

+

*****
*
**

*
****

*
*

*

+
+

+

+
+
+

+
+

+
+
++

+
++++

+

*****
*
**

*
****

*
*

*

d(s,t)
 

d(s,u)
 

d(s,t)
 

d(s,u)
 

Sample s

Sample s

FIGURE 3.6: Examples of applying the NNDR algorithm. Training
examples of two known classes (+,*) are given. To classify a new sam-
ple s, the distance to its nearest neighbor t and to the nearest neighbor
of another class u (with respect to t) is calculated. In (a) the ratio of
these distances is small and s is classified to class *. In (b) the ratio of

distances d(s, t) and d(s, t) is high and s is left unclassified.

The idea is that the most confident measure can be used in each iteration. More
specifically, since cosine and MinMax may have different mean and standard devi-
ation for the set of all evaluation samples and all iterations per sample, their values
should first be normalized. Then, for each evaluation sample and each iteration we
select the one with maximum normalized value. We call this Combo similarity mea-
sure.

3.4.3 Nearest Neighbors Distance Ratio
The approaches we consider so far use the positive training instances for the available
known classes and do not attempt to estimate the open space risk. However, the
distribution of known classes could be used as an indication about the existence of
other unknown classes. The next algorithm attempts to follow this direction.

The Nearest Neighbors Distance Ratio (NNRD) algorithm is an open-set classi-
fication algorithm introduced in (Mendes Júnior et al., 2016), which in turn, is an
extension upon the k-Nearest Neighbors (NN) algorithm. The main idea is that if the
new sample lies close to the training samples of a known class and far away from the
closest samples of other known classes, then it most likely belongs to that class. If,
on the other hand, the new sample is more or less equally distanced from the closest
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Algorithm 3.3: The NNDR algorithm
Data: G a genre palette and Wg a set of known web-pages for each g ∈ G, w

an arbitrary web-page of the Wa arbitrary web-pages set, DRT the
distance ratio threshold

Result: r ∈ {G, /0}
1 for each g ∈ G do
2 for each x ∈Wg do
3 D[x] = distance(x,w), calculate the distance between the new

web-page and the known class samples;
4 end
5 M[g] = minimum(D[:]), find the minimum distance per known class;
6 end
7 nearestNeighbor = minimum(M[:]), find the nearest neighbor;
8 nearestClass = index(nearestneighbor,M[:], find the nearest class;
9 remove(M[nearestClass],M[:]), remove nearest class;

10 secondNearest = minimum(M[:]), find the second nearest neighbor of
another class;

11 if nearestNeighbor
secondNearest < DRT then

12 r = nearestClass, assign w to the nearest class;
13 else
14 r = /0, leave w unclassified;
15 end

classes, then it should not be assigned to none of them. This is depicted in the exam-
ples of Figure 3.6. More formally, let d(x,y) be the distance between two samples x
and y. NNRD calculates the distance of a new sample s to its nearest neighbor t and
to the closest training sample u belonging to a different class with respect to t. Then,
if the ratio:

d(s, t)
d(s,u)

(3.12)

is higher than a predefined threshold, the new sample is classified to the class of
s. Otherwise, it is left unclassified. An analytical description of this approach is
presented in Algorithm 3.3 2.

The original approach uses the Euclidean distance to find the closest neighbors.
In this thesis, we use the cosine distance (i.e., 1 - cosine similarity) to better suit the

2The implementation of the NNRD algorithm can be found at https://github.com/dpritsos/
OpenNNDR, where it is implemented in Python/Cython and can significantly accelerated using as much
as possible CPUs due to its capability for concurrent calculations in C level speed. Since, NNRD is
a rather slow classification method, we have seen in practice that there is up to 100 time acceleration
from the capability to exploit a cloud service with 32 vCPUs (Xeon) compare to 4-core/8-threads i7
CPU.

https://github.com/dpritsos/OpenNNDR
https://github.com/dpritsos/OpenNNDR
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properties of high dimensional and sparse data usually found in WGI tasks.
NNDR needs a way to estimate the threshold that is appropriate for a given

dataset. While traditional NN approaches in the training phase are practically idle,
NNDR attempts to determine a good threshold. It is remarkable that, in contrast to
other open-set classifiers, training of NNDR requires both known samples (belong-
ing to classes known during training) and unknown examples (belonging to other/un-
known classes) of interest. In more detail, the Distance Ratio Threshold (DRT) used
to classify new samples is adjusted by maximizing the Normalized Accuracy (NA):

NA = λAKS +(1−λ )AUS (3.13)

where AKS is the accuracy on known samples and AUS is the accuracy on unknown
samples. The parameter λ regulates the mistakes trade-off on the known and un-
known samples prediction. Since usually in training phase only samples of known
classes are available, Mendes et al. proposed an approach to repeatedly split available
training classes into two sets (i.e., known and "simulated" unknown) (Mendes Júnior
et al., 2016).

In this thesis we adapt the threshold estimation process to work as follows. Dur-
ing the training phase the known classes are split into two sets CK and CU according
to a predefined ratio p1. The latter is used as the simulated unknown classes. In
addition, the samples Kc of each class c ∈ CK are split into two parts KF

c and KV
c

according to another predefined ratio p2. The former is used as the fitting set and the
latter is used as the validation set of known classes. Thus, the original training set
is split into two parts: the fitting set (containing the p2 of the positive instances of
each c ∈ CK) and the validation set (including the (1− p2) of the positive instances
of each c ∈ CK and all positive instances of each c ∈ CU ).

Then, a given range of DRT values is examined. The NNDR algorithm is called
for each DRT value and the fitting set to estimate the class of each member of the val-
idation set. That way, it is possible to calculate the AKS and AUS in formula 3.13 and
the DRT value that maximizes normalized accuracy can be estimated. This process
is repeated for all possible splits of the known classes set. In particular, given that
n = |C | is the amount of known classes the number of splits is taken by the binomial
coefficient:

splits(n, p1) =
n!

bp1nc!b(1− p1)nc!
(3.14)

For example, in case we have 8 known genres and a splitting ratio p1 = 0.25, the
number of possible splits is 56. Finally the DRT value that optimizes the normalized
accuracy over all splits is extracted. Note that by considering a subset of known
classes as noise, the NNDR algorithm attempts to directly model the open space
risk. This comes with a considerable increase in training time of the algorithm. In
addition, the process of estimating DRT assumes that a big enough set of known
classes is available so that a subset of them to be used as (simulated) unknown. This
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makes the application of this algorithm difficult in cases where there only a few
known classes.

3.5 Conclusions
In this Chapter, we describe three open-set classification algorithms that can be used
to WGI tasks. The first method (OCSVM) follows the OCC paradigm and constructs
a separate model for each known class by only considering positive instances of that
class. This is a general-purpose approach that can also be used in any type of open-
set classification task. In addition, this approach is expected to suffer from the curse
of dimensionality, a common feature of representation schemes usually adopted in
WGI. Our goal is to use this general-purpose approach as baseline for other more
sophisticated methods that better suit the WGI properties.

Another proposed method (RFSE) attempts to take advantage of the curse of di-
mensionality focusing on random subsets of features and constructing an ensemble
of classifiers. Given that in style-based text categorization tasks, the representation
vectors are composed by large amounts of redundant and irrelevant features, it is
likely that a random subset of features will still contain enough distinguishing stylis-
tic characteristics. The consistency of indicating a certain known genre as the most
likely in the majority of such feature subsets is a strong indication of class member-
ship. This method seems very suitable for WGI tasks.

The last proposed method (NNDR) attempts to directly model the open space risk
examining the distribution of known classes and defining simulated unknown classes.
This also decreases the training phase efficiency of the method. However, given
that the original NN method has zero training phase requirements, the introduced
cost is not unbearable in comparison to the training time cost of other alternative
classifiers. The main issue with the direct modeling of open space risk is that it makes
the application of NNDR in cases with limited size of the known classes set difficult
or even unfeasible (e.g., when only one known class exists). As a descendant of
NN, this method also inherits its well-known problems, most crucially the difficulty
to handle high-dimensional representation schemes with irrelevant features. It seems
that NNDR can be effective for WGI given that an appropriate feature set is provided.
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Chapter 4

An Evaluation Framework for
Open-set WGI

4.1 Introduction
This chapter describes a framework suitable for the open-set WGI task. Particu-
larly, the properties of evaluation measures usually adopted in closed-set classifi-
cation tasks are demonstrated. The sometimes misleading conclusions that can be
drawn in case they are also used in open-set conditions are highlighted. To avoid this
problem, specific evaluation measures are adopted in this thesis, specialized for the
open-set WGI task.

The main difference in open-set WGI with respect to closed-set WGI is the pres-
ence of noise. As already explained, noise can be unstructured (when the labels of
web-pages not belonging to any of the known genres are not given) or structured
(when the labels of web-pages not belonging to any of the known genres are given).
Traditional evaluation measures do not make any distinction between known genres
and the unknown class (noise). Moreover, in case of structured noise, we need a way
to indicate the difficulty of the task taking into account the amount of known and
unknown genres. For example, the case where we have 10 known genres and 3 un-
known genres is way different than the case where 3 known genres and 10 unknown
genres are available. In this thesis we adopt an openness measure that specifically
quantifies this relation and can be used to thoroughly study the performance of WGI
methods in varying conditions.

In the remaining of this chapter, we first describe the properties of well-known
evaluation measures usually adopted in supervised learning tasks and discuss their
suitability for open-set classification tasks. Then, we focus on appropriate evaluation
measures that can depict the performance of open-set classifiers in varying condi-
tions. Finally, the proposed evaluation framework is summarized.
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TABLE 4.1: The confusion matrix of a binary classification task

Actual

Pr
ed

ic
te

d A ¬A
A TP FP
¬A FN TN

4.2 Evaluation Measures

4.2.1 Precision, Recall, and F-Score
In machine learning, specifically in supervised learning, a confusion matrix is a table
that depicts the performance of an algorithm. It is a special case of a contingency
table, with two dimensions (i.e., actual and predicted). In the binary classification
case, such as depicted in table 4.1, there are two classes (i.e., A and ¬A ) and four
types of results: True Positives (TP), True Negatives (TN), False Positives (FP), False
Negatives (FN). TP and TN correspond to correct predictions while FP and FN are
the two types of errors (they are also called Type I and Type II errors).

In order to compare the performance of binary classification algorithms, the Ac-
curacy measure can be used. This is actually the ratio of correct predictions over all
available predictions (which is equivalent to the number of the samples of the whole
evaluation dataset). Formally, it is defined as follows:

A =
T P+T N

T P+T N +FP+FN
(4.1)

Accuracy is heavily influenced by uneven class distribution. Moreover, it gives
equal weight to the two types of errors and it cannot handle cases where one of them
is more important than the other. In such cases, this evaluation measure can provide
misleading conclusions.

Alternative evaluation measures that can compensate these weaknesses are Pre-
cision and Recall. Precision, also known as Positive Predictive Value indicates the
fraction of correct predictions for class A over all predictions while recall, also known
as Sensitivity, Hit Rate and True Positive Rate indicates the fraction of correct predic-
tions for class A over all available instances of this class. These evaluation measures
are defined as follows:

P =
T P

T P+FP
(4.2)

R =
T P

T P+FN
(4.3)

There is a well-known trade-off between precision and recall (Weiss et al., 2010).
Usually when one attempts to optimize one of them the other drops significantly. A
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popular metric that combines these two measures is called F-Score and it is actually
the harmonic mean of precision and recall which is increased when both precision
and recall take high values and is reduced when at least one of them takes low values.
This is defined in the following equation:

Fβ = (1+β
2)

PR
β 2P+R

(4.4)

where β can be used to regulate the weighting bias towards precision or recall. Usu-
ally β = 1 (i.e., F1) is used for equally weighted precision and recall significance.
If β > 1 then recall is more significant than precision and if β < 1 then precision is
more important. This can be useful in specific applications where more emphasis is
put on one of these two measures. Note that precision is influenced by FPs while
recall is affected by FNs. For example, in email spam detection, precision is usually
regarded more important than recall. It is far more important to avoid to miss-classify
as spam all legal messages (FPs) than leaving some spam messages to appear in the
inbox (FNs).

It is also important to note that precision and recall as well as F-score are calcu-
lated for a particular class. So far, taking into account Table 4.1, we considered A
as the reference class. In general, especially when we have to deal with multi-class
classification tasks, precision and recall can be calculated for each class separately.
Then, we can combine these measures by taking their arithmetic mean. This provides
the macro-averaged precision and recall. Let C be the set of classes in a multi-class
classification task (e.g., in WGI this corresponds to the known genre palette) while Pc
and Rc are the precision and recall scores of class c ∈ C , respectively. Then macro-
averaged precision recall are defined as follows:

Pmacro =
1
|C | ∑

c∈C
Pc (4.5)

Rmacro =
1
|C | ∑

c∈C
Rc (4.6)

where |C | is the number of known classes. Accordingly, the macro-averaged F-score
can be calculated:

Fmacro =
1
|C | ∑

c∈C
Fc (4.7)

where Fc is the F-score for the class c ∈ C . Alternatively, one can also calculate
micro-averaged precision, recall, and F-score. In that case, all data samples are
taken together and a single precision and recall value is calculated for all classes
cumulatively. TPs correspond to correct predictions, i.e., the diagonal values in the
confusion matrix. All other cells of the confusion matrix are considered as both
FPs and FNs (i.e., when a sample of class X is miss-classified to class Y this is
a FN for X and a FP for Y). Thus, micro-Precision will be equal to micro-Recall
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and their harmonic mean (F1) will also be the same. Actually, micro-averaged F1 is
also equal to the accuracy measure. Consequently, Fmicro is strongly dependent on
the distribution of samples over the classes. On the other hand, Fmacro gives equal
weight to all classes.

4.2.2 Open-set Variants of Evaluation Measures
In an open-set classification task, we are given a set of known classes C and training
samples for each c ∈ C . However, in the evaluation phase the dataset may consist of
both samples belonging to members of C and samples of classes excluded from C ,
that is noise N . The latter can be composed of several classes. Especially in WGI, it
is expected that the number of web-pages not belonging to any of the known genres
would be very high (Asheghi, 2015).

If one adopts the evaluation measures described in the previous section for an
open-set classification task, then all samples belonging to any c /∈ C could be con-
sidered as a single unknown class (i.e., a super-class). Then, precision, recall, and
F1 values can be obtained for this unknown class that would be considered equally
important to the corresponding ones of known classes (members of C ) when calculat-
ing either macro-averaged or micro-averaged precision, recall, and F1. However, this
implies that TPs for the unknown class are equally important with TPs for a known
class. Since there are no training samples for the unknown class and it is actually
a merging of several classes, it does not make sense for the evaluation measures
to consider this super-class in a regular way (Mendes Júnior et al., 2016). Rather,
the open-set evaluation measures should focus on the correct recognition of known
classes only. It should be noted that open-set classifiers attempt to recognize the
known classes and actually leave unclassified any new samples that are not assigned
to any of those classes rather than actually recognizing the unknown classes. This
should be reflected in the evaluation measures used to estimate their performance.

An open-set variant of macro-averaged precision, recall, and F1 can be obtained
by ignoring the unknown class and calculating the arithmetic mean of only the known
classes (Mendes Júnior et al., 2016). Formulas 4.5, 4.6, and 4.7 can still be used.
However, it should be underlined that in the open-set scenario the confusion matrix
has |C |+ 1 rows and columns. This means that one class (the unknown class) is
ignored when calculating the macro-averaged scores. On the other hand, the samples
of the unknown class that are miss-classified to the known classes (false knowns)
and the samples of the known classes miss-classified as unknown (false unknowns)
still affect the precision and recall of known classes, respectively. It is important
to include these errors in the evaluation measures since they actually determine the
effect of noise in open-set recognition.

Similar to open-set macro-averaged scores, open-set micro-averaged precision,
recall, and F1 can be obtained. Note that in this case, micro-precision is not necessar-
ily equal to micro-recall since the former is affected by the presence of false knowns
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and the latter is affected by false unknowns. Again, the TPs of the unknown class are
ignored.

We provide an illustrating example that demonstrates the difference between tra-
ditional evaluation measures and their open-set variants. Table 4.2 shows an exam-
ple of a confusion matrix for an open-set classification task with four known classes
(C = {A,B,C,D}). In WGI, this could correspond to a genre palette of four known
genres (e.g. blogs, e-shop, home pages, discussion) for which training samples are
available. As can be seen, there are 20 evaluation samples for each known class and
200 samples of the unknown class, or noise ( /0). This is realistic since in practice
noise is expected to outnumber any given known genre. Correct predictions (TPs)
are in boldface. The 180 samples of noise correctly left unclassified are the TPs for
the unknown class ( /0). False knowns (see column of /0) consist of 20 samples of
noise miss-classified to the known classes (i.e., 10 to B and 10 to D) while false un-
knowns (see row of /0) comprise 24 samples of the known classes that are wrongly
left unclassified (i.e., 6 from A, 8 from B, and 10 from C). These errors affect the pre-
cision and recall of known classes. They correspond to the effect of noise in open-set
classification.

Table 4.3 shows the precision, recall, and F1 scores for all, both known and
unknown, classes. In addition, it demonstrates the traditional macro-averaged and
micro-averaged precision, recall, and F1 when all classes (C ∪ /0) are taken into ac-
count as well as their corresponding open-set variant based exclusively on C ( /0 is
excluded). As can be seen, the unknown class has a particularly high F1 score since
most samples not belonging to the known classes where left unclassified. The regular
macro-averaged F1 score (i.e., when all classes are included) is positively affected by
this. On the other hand, the open-set F1 variant (i.e., when only the known classes
are considered) is more realistic since it focuses on the recognition of classes for
which there are training examples. By using the regular macro-averaged F1 score in
open-set classification, an over-estimation of performance can be obtained.

This is far more obvious in the case of using micro-averaged F1 scores. In that
case, the difference between regular micro F1 and its open-set variant is huge due
to the class imbalance problem. As already said, the noise usually outnumbers any
known class in WGI tasks and this considerably affects the credibility of micro-
averaged measures. It is also noticeable that while regular micro-averaged scores are
by definition equal for precision, recall, and F1 (also for accuracy), this is not the
case for their open-set variant.

Clearly, there is a significant difference between Pmacro and Pmicro, as well as be-
tween Rmacro and Rmicro. However, note that the change is in opposite direction when
regular measures or their open-set variants are used. In particular, open-set Pmacro is
higher than open-set Pmicro while regular Pmacro is lower than regular Pmicro. The same
pattern applies in recall and F1 scores. This clearly indicates that by adopting regu-
lar evaluation measures that are suitable for closed-set classification, it is possible to
extract unreliable conclusions.
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TABLE 4.2: An example of confusion matrix of open-set classifica-
tion

Actual

Pr
ed

ic
te

d

A B C D /0 Sum
A 13 2 0 0 0 15
B 1 10 0 0 10 21
C 0 0 8 0 0 8
D 0 0 2 20 10 32
/0 6 8 10 0 180 204

Sum 20 20 20 20 200

TABLE 4.3: Evaluation measures for the example of Table 4.2

Precision Recall F1
Class A 0.866 0.650 0.743
Class B 0.476 0.500 0.488
Class C 1.000 0.400 0.571
Class D 0.625 1.000 0.769
Noise /0 0.882 0.900 0.891
Macro (C ) 0.741 0.638 0.686
Macro (C ∪ /0) 0.770 0.690 0.727
Micro (C ) 0.632 0.600 0.616
Micro (C ∪ /0) 0.825 0.825 0.825

Note also that, in this example case, the difference between open-set macro-
averaged scores and micro-averaged scores does not seem so important. Both ap-
proaches seem robust and roughly indicate similar conclusions. However, recall that
the samples are evenly distributed over the known classes. If this is not the case, then
macro-averaged scores are more reliable since they give equal weight to all known
classes. In this thesis, open-set macro-averaged evaluation scores are used.

4.2.3 Precision-Recall Curves
So far, the evaluation measures consider classification algorithms that provide crisp
predictions (i.e., hard classifiers). The discussed evaluation measures can only show
particular aspects of the performance of classifiers. To obtain a deeper look we need
richer evaluation methods that can depict the performance of classifiers in a variety
of conditions. One such method is the Precision-Recall Curve (PRC), a standard
method for evaluating information retrieval systems and ranking systems. This ap-
proach can only be applied to soft classifiers that are able to explicitly estimate class
conditional probabilities. Fortunately, the vast majority of hard classifiers can be
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TABLE 4.4: Results of a soft classifier ordered by certainty scores.

Certainty Predicted Expected Correct
0.99 A A 3

0.99 B B 3

0.99 D D 3

... ... ... ...
0.79 B A 7

0.79 D D 3

0.69 A A 7

0.69 B B 3

... ... ... ...
0.64 /0 B 7

0.60 B B 3

... ... ... ...
0.60 /0 D 7

adopted to also provide some form of score that can be regarded as class conditional
probability.

The calculation of a PRC requires the ranking of estimated probabilities in de-
scending order. In each step, the next prediction is considered and a new precision
and recall point is calculated. Both macro-averaged and micro-averaged PRC can be
calculated. Table 4.4 shows an example of this procedure. As can be seen several
samples may have the same certainty score that is used to order predictions. Wrong
predictions have as consequence the decrease of precision and recall values.

In order to facilitate the comparison of PRCs corresponding to the performance
of different algorithms on the same evaluation dataset, the 11-standard recall level
normalization is typically used. The initial points of PRC are reduced to 11 that
correspond to standard recall levels [0,0.1, ...,1.0]. For example, in case Recall= 0.1,
we measure precision when 10% of the samples belonging to the known classes have
been correctly recognized. Precision values are interpolated based on the following
formula:

P(r j) = maxr j6r6r j+1(P(r)) (4.8)

where P(r j) is the precision at r j standard recall level (r j = {0,0.1,0.2, ...,1.0}).
The Area Under the Curve (AUC) is a scalar measure that can be extracted from

a PRC and can be used to facilitate comparison of different approaches. Certainly,
it lacks the details of a PRC but it is useful especially when we want to compare
the performance obtained when different parameter settings are applied on the same
algorithm. In those cases, both AUC and F1 can be used as optimization criteria. An
example of calculating these measures for two systems is provided in Table 4.5. In
this thesis, we will adopt both of these measures.
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TABLE 4.5: An example of macro-averaged and micro-averaged
AUC and F1 of two algorithms

Algorithm A Algorithm B
AUC F1 AUC F1

Macro(C ) 0.625 0.754 0.499 0.620
Micro(C ) 0.986 0.750 0.999 0.625

Macro(C ∪ /0) 0.612 0.728 0.507 0.524
Micro(C ∪ /0) 0.986 0.825 0.930 0.571

In Figure 4.2 the PRCs of two different systems are depicted when regular evalu-
ation measures are used (i.e., the unknown class is also considered). Similar, Figure
4.1 shows the corresponding performance of the same systems the open-set variants
of the evaluation measures are used (i.e., the unknown class is excluded). As can
be seen, according to macro-averaged scores, regular measures and open-set variants
lead to opposite conclusions. The former favours the grey system while the latter
indicates that the red system is better. Clearly, the red system makes less mistakes in
the recognition of known genres. In addition, the estimation of performance of both
systems with micro-averaged PRCs seems very optimistic.
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FIGURE 4.1: Regular precision-recall curve for two systems. Left:
Macro-averaged, Right: micro-averaged. Table 4.2
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FIGURE 4.2: Open-set precision-recall curve for two systems. Left:
macro-averaged, Right: micro-averaged.
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4.3 The Openness Test
The open-set evaluation measures defined in this chapter can be used in both unstruc-
tured and structured noise. However, in the structured noise case, we need a more
detailed analysis of the performance to evaluate the ability of the open-set classifier
to handle low/high number of training/unknown classes. It is especially important
to study the relation of the number of training classes with respect to the number of
unknown classes.

In (Scheirer et al., 2013), the openness measure is introduced for measuring this
relation. The openness measure indicates the difficulty of an open-set classification
task by taking into account the number of training classes (i.e. the known classes
used in the training phase) and the number of testing classes (i.e., both known and
unknown classes used in the testing phase) (Mendes Júnior et al., 2016):

openness = 1−

√
|TrainingClasses|
|TestingClasses|

(4.9)

When openness is 0.0, it is essentially a closed-set task, that is the training and
testing classes are exactly the same. This actually means that there is no noise. At the
other extreme, when openness reaches 1.0 this means that the known classes are far
less than the unknown classes or that the amount of noise is especially high and het-
erogeneous. Therefore, by varying the openness level we can study the performance
of WGI models in different conditions.

Note that the openness measure can only be applied to datasets where all available
samples have been labeled with class information. In the case of WGI, we have to
know the genre labels of the pages that form the noise (i.e. structured noise). This
information is only used to quantify the homogeneity of the noise.

The study of open-set classifiers can be significantly extended by measuring their
performance (e.g., macro-averaged F1) for varying values of the openness score.
Given a dataset with C set of known classes, it is possible to segment it into two parts:
one K ⊂ C to serve as the set of known classes and another S ⊂S (K ∪U = C ) to
serve as structured noise. Thus, it is possible to vary the training classes from 1 to
|C |−1 while the testing classes are always |C |.

Figure 4.3 depicts the F1macro scores on different openness levels that correspond
to two open-set algorithms. A dataset with 5 classes was used to obtain these results.
The lowest openness score in that figure corresponds to the case of 4 training classes
and 5 testing classes (i.e., noise is composed of a single class). In the highest open-
ness score, there is only one known class and 5 testing classes (i.e., noise is composed
of 4 classes). As can be seen, it is possible to conclude that algorithm B is generally
better than A. However, algorithm A is better able to cope with the extreme cases of
openness.
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FIGURE 4.3: An example of using the openness test. The smallest
openness level corresponds to 4 training classes and 5 testing classes.
The maximum openness level refers to 1 training class and 5 testing

classes.

4.4 Conclusions
In this chapter we discussed evaluation measures that can be used for open-set classi-
fiers. We demonstrated that traditional precision, recall, and F1 measures are mislead-
ing since they take into account the unknown class (noise) as a single regular class.
However, since this is an heterogeneous class without training examples, it should
not be treated equally with the known classes. For that reason, modifications of these
evaluation measures, the open-set precision, recall, and F1 are more appropriate since
the TPs of the unknown class are ignored. For open-set WGI, where the noise is usu-
ally highly heterogeneous and significantly outnumbers the known classes, the use
of the open-set variants of the measures is considered very important.

Another main direction is the use of graphical evaluation methods that better
depict the performance of open-set classifiers in various conditions. We suggest the
use of two such measures, the precision-recall curves on 11-standard recall levels
and the openness test. The former provides a detailed view of the performance of an
open-set WGI system that suits any given application (e.g., in ranking applications,
precision at low recall levels is of paramount importance). The latter provides a
direct control of the difficulty of the task in structured noise and can demonstrate
the performance of the classifiers in varying conditions, from cases very similar to
the closed-set scenario where noise is homogeneous to cases very similar to binary
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classification where the structured noise is highly heterogeneous.
In the next chapters we will adopt the evaluation principles described here to

evaluate the open-set WGI algorithms introduced in this thesis.
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Chapter 5

Experimental Analysis of Open-set
WGI Methods

5.1 Introduction
Based on the evaluation framework described in the previous chapter, it is now pos-
sible to evaluate the open-set WGI algorithms presented in chapter 3. Certainly,
any kind of empirical evaluation depends on the dataset that is used for estimating
the performance of the examined models. Each dataset has its weaknesses and this
might lead to an over-estimation or under-estimation of performance of the examined
methods in more realistic conditions. However, what we want to study here is the
comparison of performance of different approaches on exactly the same datasets and
experimental setup to extract conclusions about the relative improvement in perfor-
mance of one method with respect to another.

In this thesis, we focus on the effect of noise in open-set WGI approaches. In
particular, we want to examine the performance of WGI methods when either un-
structured or structured noise is available. The former is a realistic scenario in most
WGI applications where it is difficult, if not impossible, to define the genre of a large
part of the web. In such cases, it is better to assume that the unknown class comprises
any kind of web-pages that do not belong to the known genres. On the other hand,
this makes the definition of noise chaotic and extremely heterogeneous.

The case of structured noise offers the opportunity to study the performance of
open-set WGI methods when the heterogeneity of noise can be controlled. The as-
sumption that information about the unknown classes is available (although the clas-
sifier has no training examples for these classes) is not unrealistic. For example, an
open-set WGI system that aims to recognize news articles should not be distracted
by blogs. That is, we know that blogs exist and perhaps comprise the majority of
noise in that system but we do not provide training examples for that class.

Among the three open-set WGI methods proposed in this thesis, OCSVM and
RFSE are examined in this Chapter while NNDR is thoroughly tested in Chapter 6.
The reason for this is that NNDR is especially difficult to be tested in conditions of
structured noise, especially when limited known classes are available since a part of
known classes have to be used for estimating the open space risk. Therefore, NNDR
is only tested with unstructured noise.
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The estimation of performance of WGI methods also depends on the applications
they are going to be used. Some applications require high precision (e.g., ranking
genre-based search results). On the other hand, it is rather unusual to aim for high
recall with the cost of reducing precision in WGI-related applications. The experi-
mental analysis should also reflect these facts.

Another crucial issue is the representation of web-pages. As already explained in
chapter 3 the dimensionality of representation, the existence of irrelevant and redun-
dant features can severely harm the performance of certain open-set WGI methods.
Therefore, it is important to study how different text representation schemes, espe-
cially the ones that were found to be the more reliable ones in previous WGI studies,
affect the performance of the examined methods.

In the remaining of this chapter, we first describe the datasets used in this study
and the experimental setup. Then, we present the experimetntal results in open-set
WGI when either unstructured noise or structured noise is available. Finally, we
summarize the drawn conclusions.

5.2 Corpora
In this paper we study the performance of the open-set classification models on the
WGI task. In particular, the two open-set algorithms described above are analytically
tested on benchmark corpora. In particular, our experiments are based on the follow-
ing corpora already used in previous work in WGI (Eissen and Stein, 2004; Santini,
2007; Kanaris and Stamatatos, 2009):

1. SANTINIS (Mehler, Sharoff, and Santini, 2010): This is a corpus comprising
1,400 English web pages evenly distributed into 7 genres as well as 80 BBC
web pages evenly categorized into 4 additional genres. In addition, it com-
prises a random selection of 1,000 English web pages taken from the SPIRIT
corpus (Joho and Sanderson, 2004). The latter can be viewed as noise in this
corpus. Details are given in table 5.1.

2. KI-04 (Eissen and Stein, 2004): This is a collection of 1,205 English web pages
unevenly categorized into 8 genres. Details can be seen in table 5.1.

5.3 Experimental Setup
The text representation features used in this thesis are based exclusively on textual
information from web pages excluding any structural information, URLs, etc. This
does not mean that we consider other kinds of information (e.g., HTML-based fea-
tures, URL-based features etc.) as less important in WGI. However, information
coming from the text itself is less likely to be affected by technology-related choices
that can be easily altered through time. By focusing on the text of the web pages we
ensure that the drawn conclusions are more reliable and long lasting.
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Based on the good results reported in (Sharoff, Wu, and Markert, 2010a; Kanaris
and Stamatatos, 2009; Asheghi, 2015) as well as some preliminary experiments, the
following document representation schemes are examined:

• Character 4-grams (C4G)

• Word unigrams (W1G)

• Word 3-grams (W3G)

• Part-of-speech 3-grams (POS3G)

The Stanford POS tagger has been used for POS3G creation. We use the Term-
Frequency (TF) weighting scheme and the feature space is defined by a Vocabulary
which is extracted based on the terms appearing at training set only. There is no
pre-processing of textual data (e.g., stop word removal, stemming etc.) since in
style-based text categorization tasks these processes remove significant stylistic in-
formation (Stamatatos, 2009).

Each open-set WGI method has some hyper-parameters to be tuned. In order to
extract the best possible parameter settings for each classification method we apply
grid-search over the space of all parameter value combinations. This is not the most
sophisticated approach but ensures that the extracted parameter values will fine-tune
the model for the specific dataset.

As concerns OCSVM method, two parameters have to be tuned: the number of
features F and ν . For the former, we used F ={1k, 5k, 10k, 50k, 90k}, of most fre-
quent terms of the vocabulary. Following the reports of previous studies (Scholkopf
et al., 1999) and some preliminary experiments, we examined ν={0.05, 0.07, 0.1,
0.15, 0.17, 0.3, 0.5, 0.7, 0.9}. In comparison to (Pritsos and Stamatatos, 2013), this
set of parameter values is more extended.

With respect to RFSE, four parameters should be set: the vocabulary size F ,
the number of features used in each iteration f s, the number of iterations I, and the
threshold σ . We examined F={5k, 10k, 50k, 100k}, f s={1k, 5k, 10k, 50k, 90k},
I={10, 50, 100} (following the suggestion in (Koppel, Schler, and Argamon, 2011)
that more than 100 iterations does not improve significantly the results) and σ={0.5,
0.7, 0.9} (based on some preliminary tests). Additionally, in this thesis we test three
document similarity measures used in RFSE approach: cosine similarity, MinMax
similarity, and Combo (as defined in Section 3.4.2).
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SANTINIS KI-04
Genre Pages Genre Pages

Blog 200 Article 127
Eshop 200 Discussion 127
FAQ 200 Download 152
Frontpage 200 Help 140
Listing 200 Link Collection 208
Personal Home Page 200 Portrayal-Non Private 179
Search Page 200 Portrayal- Private 131
DIY Mini Guide (BBC) 20 Shop 175
Editorial (BBC) 20
Features (BBC) 20
Short Bio (BBC) 20
Noise (Spirit1000) 1000

TABLE 5.1: Corpora descriptions and amount of pages per genre.

5.4 WGI with Unstructured Noise
The two open-set algorithms RFSE and OCSVME, describe in sections 3.1 and 3.2,
are initially tested on SANTINIS corpus which as explained above is an Unstructured
Noise, samples corpus.

In the training phase, only the 11 known genres are considered. In the testing
phase, the noise pages coming from the SPIRIT corpus are also used. It is important
to be noted that information about the true genre of these pages is not available. The
10-fold cross validation is performed where in each fold the full set of 1,000 pages
of noise is included. This evaluation strategy is giving a more realistic evaluation
framework since the size of the noise is much greater than the size of any genre
included in the given palette.

Figures 5.1 and 5.2 depict the Precision-Recall curves (PRC) of OCSVM and
RFSE models, respectively. For each model and each one of the three document
representations, the parameters that maximize performance with respect to the F1-
measure are used. Remember from section 4.2.3 whenever recall does not reach 1.0
this means that some pages belonging to known classes were classified as unknown.

In all cases, RFSE outperforms OCSVM. Moreover, for both methods, W3G
seems to be the best feature type for this corpus, followed by C4G. OCSVM perfor-
mance is only comparable with RFSE when W3G is used.

The performance of the open-set WGI methods are further explored by selecting
parameter settings with different optimization criteria. Tables 5.2 and 5.3 show the
combination of parameters that optimize performance of OCSVM and RFSE based
on AUC, F1 and F0.5.
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TABLE 5.2: Best performing models for OCSVM on SANTINIS cor-
pus.

Optim. Features Voc. f ν Prec. Rec. AUC F0.5 F1
AUC W3G 50,000 10,000 0.07 0.630 0.643 0.542 0.633 0.636

F1 W3G 50,000 10,000 0.10 0.631 0.654 0.535 0.636 0.643
F0.5 W3G 100,000 50,000 0.07 0.647 0.603 0.518 0.638 0.624

TABLE 5.3: Best performing models for RFSE on SANTINIS corpus.

Optim. Features Similarity Voc. f σ I Prec. Rec. AUC F0.5 F1
AUC W3G Combo 50,000 10,000 0.5 100 0.572 0.824 0.730 0.609 0.670

F1 W3G MinMax 50,000 5,000 0.7 100 0.933 0.680 0.595 0.868 0.787
F0.5 W3G MinMax 100,000 5,000 0.9 100 0.987 0.596 0.498 0.872 0.743

In the tables 5.2 and 5.3 the values are presented, of all three performance mea-
sures where, for every row, one of them is maximized. It is clear that the performance
in all cases is maximized when W3G document representation is used. In previous
studies based on a closed-set framework, C4G was the document type of features
to maximize performance (Sharoff, Wu, and Markert, 2010b). This indicates that
contextual and content information is important for this corpus (Asheghi, 2015).

In addition, in almost all cases, RFSE models are far more effective than OCSVM.
Another important conclusion is that the optimization criterion plays a crucial role
for the properties of the model especially for RFSE. When AUC is maximized, recall
is favored. On the other hand, while F1 is maximized, precision is substantially in-
creased. Fig. 5.3 shows the performance of OCSVM and RFSE models when AUC
and F1 criteria are used to select parameter settings. As can be seen, the RFSE model
based on F1 maximization avoids to make wrong decisions and leaves a large number
of web pages unclassified. On the other hand, the model optimized by AUC prefers to
make a lot of errors in order to recognize more web pages of known genres. OCSVM
models seem not significantly affected. Note that choosing between WGI models that
prefers precision over recall and vice versa is an application-specific task.
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FIGURE 5.1: Precision-Recall Curves of OCSVM models on SAN-
TINIS corpus using W1G, W3G, and C4G features.

POS3G

0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.000.00

Recall

P
re

c
is

io
n

0.82

0.84

0.86

0.90

0.88

0.92

0.94

0.96

0.98

1.00

FIGURE 5.2: Precision-Recall Curves of RFSE models on SANTINIS
corpus using W1G, W3G, and C4G features.
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5.5 WGI with Structured Noise
In this section the RFSE and OCSVME algorithms we describe experiments using a
corpus with structured noise. The KI-04 corpus has been used for this set of experi-
ments.

The experiments are extensively testing the algorithms’ noise tolerance in the
open-set classification task for different openness levels as explained in section 4.3.
In more detail, the openness measure is adopted varying the number of training
classes from 7 to 1 while keeping the number of testing classes always the same,
at maximum 8. As a result, the openness measure varies from 0.065 to 0.646.

One extreme refers to the case where only one genre class is unknown while in
the other extreme only one genre class is known. In the extreme case of the maximum
openness level, the problem is actually reduced to a binary problem of 1-vs-rest. On
the contrary, in the extreme case of minimum openness level, the problem is a multi-
class classification with only one unknown class which is virtually complete, i.e.
contains single genre pages and no other pages that could be considered as noise.

The known classes are randomly selected for each openness level and the ex-
periment are repeated 8 times, where each time performing 10-fold cross-validation.
Moreover, to avoid any biased selection of parameter values, the parameter settings
found to be optimal for the SANTINIS corpus are used, in section 5.4.

Figures 5.4 and 5.5 show the performance (F1) of OCSVE and RFSE models
using different text representation features for varying openness levels. Standard
error bars are also depicted to show the variance of performance for each model.

RFSE models based on C4G and W1G gradually get worse while openness in-
creasing while W3G models seems to be relatively stable. Surprisingly, the per-
formance of OCSVM seems to improve by increasing openness and this pattern is
consistent in all three feature types while C4G seem to be the most effective type.
Although, in the maximum openness level the problem is equivalent to the closed-set
binary (i.e. 1-vs-rest) classification problem.

As it was highlighted in the previous section, according to the properties of the
application in which WGI is involved, precision may be more important than recall
or vice-versa. In figure 5.6 the macro-precision of RFSE is depicted for W3G, W1G
and C4G features. MinMax similarity is used since it increases significantly the
performance of RFSE in respect with precision. As concerns text representation,
W1G is the best choice when precision is at more importance than recall. On the
other hand, W3G features seem to be more stable because the standard error is lower
than that of the other features and also the W3G model is not affected too much when
openness surpasses 0.5 (actually it improves).

In the case of C4G and W1G where the openness level is 0.646 the standard error
in both case is high. Since, this problem is only occurring in the case where the
problems has been reduced to binary, it is interesting to see whether it is caused by
choice of the document representation or by the choice of the similarity measure.
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FIGURE 5.4: OCSVM performance in varying openness level.

Despite OCSVM’s improvement when structured noise is used, it can only be
competitive to RFSE on a high openness level, where all genre labels but one are
considered unknown. This can be better viewed in figure 5.7 where OCSVM is com-
pared with RFSE models based on MinMax and Combo similarity measures for a
varying openness level. These curves correspond to W1G features, so they are not
the optimal models. However, they provide a fair comparison between examined
methods. As standard error bars indicate, the performance of RFSE models with re-
spect to the F1 measure is significantly better than that of OCSVM while openness is
less than 0.5. Beyond that level, OCSVM is significantly better than RFSE models. It
should also be noted that Combo measure helps RFSE in while openness is relatively
low and MinMax seems to be a better choice when openness increases.
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FIGURE 5.5: RFSE performance in varying openness level.
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FIGURE 5.6: RFSE precision in varying openness level.
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5.6 Conclusions
In this chapter it has been presented an experimental study on WGI focusing on
open-set evaluation for this task. In contrast to vast majority of previous work in this
area, the open-set scenario is adopted which is more realistic for WGI, since it is not
feasible to construct a genre palette with all available genres and appropriate samples
for each one of them. Moreover, we examined two open-set classification methods
and several feature types and similarity measures.

The presented evaluation of open-set WGI covers two basic scenarios. The first
is when noise is unstructured, i.e., information about the true genre of pages not
belonging to the known genre palette is not available. The second scenario applies
when noise is structured, i.e., we actually know the true genre of pages not included
in the training classes. For both cases they have been used the proposed appropriate
evaluation methodologies for the open-set classification, presented in chapter 4.

In almost all examined cases, RFSE models outperformed the corresponding
OCSVM models. This verifies previous work findings about the appropriateness
of RFSE for WGI (Pritsos and Stamatatos, 2013). RFSE is able to provide effective
models and additionally it is possible to manage preference on recall or precision,
an application-dependent choice, by focusing on optimizing AUC or F1 respectively.
On the other hand, OCSVM proved to be the best-performing method in extreme
cases when openness is high. Actually, the restrictions of the available corpora did
not allow us to examine cases where openness approaches 1.0. However, it seems
that when openness is more than 0.5 OCSVM outperforms RFSE.

As concerns the feature types, in most of the cases W3G and C4G provided the
best results. However, the selection of text representation features is a crucial choice
that affects performance and it seems to be corpus-dependent. Another crucial pa-
rameter of RFSE is the similarity measure. Among the examined measures, MinMax
and its combination with cosine similarity provide the most robust results. The choice
of similarity measure correlates with feature types. It seems that the combo measure
is more effective than MinMax in low openness conditions.

To enhance the evaluation of WGI models in open-set conditions, we need larger
corpora including multiple genre labels. New enhanced open-set WGI methods are
needed and they should be evaluated using the proposed paradigm. Otherwise, using
an evaluation paradigm more appropriate for closed-set tasks, the performance may
be over-estimated.
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Chapter 6

The Usefulness of Distributed
Representations in WGI

6.1 Introduction
The most traditional text representation scheme in text mining tasks is the Bag-of-
Words (BOW) model which is based on individual tokens as features. It is a sim-
plistic approach to quantify textual information assuming independence of the oc-
currence of individual tokens in documents. The result is a document vector of high
dimensionality (i.e., in the order of thousands of features) and sparseness (i.e., only
a few non-zero values per document). The BOW model is not able to capture in-
formation about the grammar of documents and completely ignores word order. In
addition, it is confused by synonym terms since it assumes they are independent.
Nevertheless, it provides an easy and quite competitive approach to represent docu-
ments (the W1G scheme used in Chapter 5 is actually based on BOW).

A more elaborate text representation scheme is to consider n-grams of words
(e.g., the W3G model used in Chapter 5). This would capture information about
word sequences, like phrases. This can improve the ablity of the model to repre-
sent syntactic information since the context of words is partially taken into account.
Nevertheless, the dimensionality of representation is considerably increased when
the order of the model (n) is high. In addition, the sparseness of the vectors is in-
creased. It is also possible to apply the n-gram approach on the character level or on
POS-tag level, as shown in the experiments of Chapter 5 (i.e., C4G, POS3G). The
main assumption that each feature (n-gram) is independent of the other features is
still doubtful in such models.

An alternative approach is to use distributed representations that attempt to in-
troduce some kind of dependence of each word (or n-gram) on the other words (or
n-grams). For example, the words usually encountered in the context of a specific
word are more dependent on that word. In addition, different words found in sim-
ilar context get a higher share of dependence. Distributed representations can be
obtained by applying language modeling methods. Especially, the use of neural net-
work language models and the popular word and document embeddings introduced
in (Mikolov et al., 2013a).
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One main advantage of distributed representations is that they provide compact
(i.e., low-dimensional) and dense vectors to quantify syntactic and semantic informa-
tion in documents. In comparison to regular BOW or n-gram models, distributed fea-
tures are much less redundant and irrelevant since each such feature captures a com-
bination of information that cannot be specifically determined. Therefore, it seems
that open-set WGI methods that are not able to easily handle high-dimensional,
sparse vectors with many irrelevant and redundant features would be highly improved
by using distributed representations. As already explained in Chapter 3, NNDR is an
algorithm that, in theory, is vulnerable when it is not combined with appropriate fea-
ture sets. The main goal of this Chapter is to examine how the performance of NNDR
in WGI tasks is affected when combined with either traditional BOW-like features or
distributed features.

The rest of this chapter is organized as follows. First, the main ideas of dis-
tributed representation are presented. Then, the specific distributed features used in
this thesis are described. Next, we compare the performance of NNDR using tradi-
tional sparse representation schemes with the case dense vectors are used. We also
compare these versions of NNDR with OCSVM and RFSE methods and discuss the
main conclusions of this study.

6.2 Obtaining Distributed Representations
One way to obtain a low-dimensional and dense representation of documents is the
use of topic modeling. Topic modeling methods attempt to group terms according to
their co-occurrence in documents. They provide a new feature space (composed
by latent topics) of pre-defined dimensionality. One popular topic modeling ap-
proach is Latent Semantic Analysis, a linear algebraic method that transforms a high-
dimensional and sparse representation to a low-dimensional and dense one applying
singular value decomposition (Kontostathis and Pottenger, 2006). Another popular
approach is Latent Dirichlet Allocation, a generative probabilistic model where each
documents is represented as a mixture over a set of latent topics. Each topic is in turn
defined as a distribution over words (Blei, Ng, and Jordan, 2003).

Another main direction that gained huge popularity during the last years is the use
of neural probabilistic language models (Bengio et al., 2003). We first describe how
words can be represented in a continuous space and then we focus on documents.

6.2.1 Word Embeddings
The main idea is that words can be represented by real vectors (word embeddings)
that are learned by a neural network (Mikolov et al., 2013b). This is unsupervised
learning since documents need not be labeled. The neural network is trained to rec-
ognize words that occur in similar context. Then, each word is represented in con-
tinuous vector space and similar words tend to cluster in the same area. In addition,
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the distance between related words is affected by semantic similarity (e.g., the dif-
ference between terms "king" and "man" is close to the difference between "queen"
and "woman") (Mikolov et al., 2013b).

In practice the distributed features is the mapping of the vocabulary words V =
{wi, i ∈ [1, |V |]} to a real vector~ti ∈ Rm. One basic architecture is the Continuous
Bag-of-Words (CBOW) model which attempts to predict a word given its context.
This is a Feedforward Neural Network with an input layer, a projection layer, and an
output layer as shown in figure 6.1 (Mitra and Craswell, 2018). The input layer is
composed by the context of a word (i.e., the few words immediately to its right and
left). Every word in the vocabulary is assigned to a one-hot vector ti (i.e., a vector of
size |V | with all but one values equal to zero). The sequence of context word vectors
are added and form the input vector ti∗. Since the order of words is not important
in this setting, the model bears similarities to Bag-of-Words (Mitra and Craswell,
2018).

The weight matrix Win is of size |V |×m while Wout is of size m×|V |, where m is
the size of the hidden layer (m << |V |) and it also corresponds to the dimensionality
of the extracted distributed representation. The size of the output vector is equal to
the vocabulary size.

During training, CBOW attempts to learn weight matrices Win and Wout . The loss
function of CBOW is the following conditional log probability:

LCBOW = − 1
|S|

|S|

∑
i=1

log p(ti|ti−k, ..., ti+k) (6.1)

where k is the size of context words and S is the number of possible context windows
in training texts. Stochastic Gradient Decent and Backpropagation are used to train
that network. CBOW is actually an encoder-decoder model and applies a SoftMax
function in its output:

p(ti|ti−k, ..., ti+k) =
eyti

∑
|V |
i eyti

(6.2)

where yti is the output vector for term ti.
Another architecture is the skip-gram model, that attempts to predict the context

of a word. This is depicted in figure 6.2 (Mitra and Craswell, 2018). Again, input and
output are one-hot vectors while the hidden layer is of dimensionality m (<< |V |).
The objective is to learn weight matrices Win and Wout and the loss function is as
follows:

LSkipGram = − 1
|S|

|S|

∑
i=1

∑
−k≤ j≤+k

log p(ti+ j|ti) (6.3)

where k is the number of context words to be predicted, S the number of all windows
in training set, and p(ti+ j|ti) is obtained as follows:
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FIGURE 6.1: Architecture of the C-BOW model (Mitra and Craswell,
2018). The network attempts to predict a word given its context
words. The order of input words is ignored. The hidden layer has
much lower dimensionality in comparison to the one-hot representa-
tion of input and output words. The learned weights in Win (and Wout)

can be used as word embeddings.

p(ti+ j|ti) =
e(Wout×ti+ j)

T (Win×ti)

∑
|V |
k=1 e(Wout×tk)T (Win×ti)

(6.4)

Finally, the above neural models, either CBOW or skip-grams, since they are
approximating the continuous distribution probability function of words over the the
Vocabulary V they also satify the following constraint:

|V |

∑
i=1

p(ti|ti−k, ..., ti+k) = 1 (6.5)

Note that in both CBOW and skip-gram models the two weight matrices Win and
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FIGURE 6.2: Architecture of skip-gram model (Mitra and Craswell,
2018). Given a word the network tries to predict its context words.
The dimensionality of the hidden layer is much lower than the one-
hot representation of input and output words. The learned weights in

Win (and Wout) can be used as word embeddings.

Wout can be used to provide the word embeddings1. Usually Win plays this role and
Wout is discarded.

To summarize, the above models are very effective Language Modeling approaches
having the ability to quantify simultaneously syntanctic and semantic information of
words. They provide a distributed representation for words (i.e., each word is repre-
sented with a dense vector which is a point in a space of relatively low dimensional-
ity). However, it is not easy to understand the actual meaning of each dimension in
this space. The sequence of words in texts is now considered and can also be applied
in cases input texts are composed of sequences of characters or POS tags.

Finally, the training of the CBOW and the skip-gram models can be expensive
despite the fact of limiting the number of hidden layers. However, there are several

1An implementation of these methods is provided in https://github.com/tmikolov/word2vec
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engineering solution that are accelerating the training time, such as Huffman binary
tree encoding of words and hierarchical softmax. The latter is a solution that enables
us to use multi-processing power and update the weight parameters concurrently. The
parallel asynchronous updating of the parameter matrices is not conforming to the
mathematical constraints however in practice the negative effect is minor. Huffman
binary tree is a method for compressing the encoding of terms where the ones with
the higher frequency are accessed faster. In addition to this, negative sampling, sub-
sampling, or ramdom sampling are also used where in the range of k window for
surrounding words only a few ones are selected during training with minor effect in
performance and significant acceleration in training (Mikolov et al., 2013b; Mitra
and Craswell, 2018).

6.2.2 Document Embeddings
There are several approaches to transform word embeddings to document embed-
dings (Mitra and Craswell, 2018; Mikolov et al., 2013a). The most simple method
produces a vector for a given document by averaging the word embeddings of the
words in a document. It is also possible to modify the network architecture and work
on the sentence level. For example, word embeddings per sentence are averaged and
the goal is to predict a sentence given its context sentences (Kenter, Borisov, and
Rijke, 2016). Another idea, the Sent2Vec method 2, is to compose sentence embed-
dings by extending CBOW to include word vectors and word n-gram embeddings
(Pagliardini, Gupta, and Jaggi, 2018).

In this thesis, we use the Doc2Vec approach, introduced in (Le and Mikolov,
2014), that attempts to generalize the word embeddings methods to work with se-
quences of words. The main idea is to train a neural network so that to learn embed-
dings for entire documents (or passages). There are two versions of this approach
that are analogous to CBOW and skip-gram models.

The Paragraph Vector - Distributed Memory (PV-DV) model is based on CBOW.
The task is to train a network to predict the next word in a text window given the para-
graph vector and the word vectors of its context (actually the preceding words). The
paragraph (it could be entire document) vector is considered as memory of the words
distribution and aims to capture general information like the topic of the document.

Another approach, following the skip-grams paradigm, is to ignore the context
words in the input, and train a model for predicting a context word given its para-
graph vector. This method, called Paragraph Vector - Distributed Bag-of-Words (PV-
DBOW), is depicted in figure 6.3. In practice, at each iteration of stochastic gradient
descent, a text window of size k is sampled. Then, a random word is sampled from
the text window and form a classification task given the paragraph vector. This model
requires to store less data, because only the SoftMax weights are stored as opposed
to both SoftMax weights and word vectors in the PV-DM.

2An implementation of this method can be found in https://github.com/epfml/sent2vec
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The loss function of PV-DBOW (a modification of the corresponding skip-gram
loss function shown in formula 6.3 is as follows:

LSkipGram = − 1
|S|

|S|

∑
i=1

∑
−k≤ j≤+k

log p(ti+ j|Di) (6.6)

where Di is the document vector of i-th document, S is the number of windows over
the training texts and k is the number of words to be predicted surrounding the input
word. Consequently, the SoftMax function for the output of the model is modified as
follows:

p(ti+ j|ti) =
e(Wout×ti+ j)

T (Win×Di)

∑
|V |
i e(Wout×tk)T (Win×Di)

(6.7)

There are several modifications for the PV-DBOW method aiming to increase
its efficiency including, document frequency based negative sampling and document
length regularization (Le and Mikolov, 2014; Posadas-Durán et al., 2017). It should
be noted that the paragraph vectors could be used to represent sentences, paragraphs,
or entire documents. In this study, the whole web-page is considered. In addition
the input texts could be sequences of characters, POS tags, character n-grams, word
n-grams etc.

This method of producing document embeddings has successfully been used in
several text classification tasks (Le and Mikolov, 2014). Its main advantage over
traditional BOW and n-gram representation schemes is that it provides compact and
dense vectors that include a rich combination of syntactic semantic and stylistic in-
formation of documents.
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FIGURE 6.3: Architecture of PV-DBOW. Given a paragraph vector,
predict context words.
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6.3 Experimental Setup
In this chapter, the usefulness of the previously described distributed representation
of documents is examined in the framework of open-set WGI. As already explained,
NNDR is vulnerable when combined with a text representation scheme of irrelevant
and redundant features. In this thesis, NNDR is used in combination with Distributed
Features (DF), obtained by the PV-DBOW approach. We compare this new method
with NNDR using traditional BOW and n-gram features as well as with other open-
set methods (OCSVM and RFSE).

The experiments of this chapter are based on SANTINIS, a benchmark corpus,
as described in Chapter 5. Briefly, this dataset comprises 1,400 English web-pages
evenly distributed into seven genres (blog, eshop, FAQ, frontpage, listing, personal
home page, search page) as well as 80 BBC web-pages evenly categorized into four
additional genres (DIY mini-guide, editorial, features, short-bio). In addition, the
dataset comprises a random selection of 1,000 English web-pages taken from the
SPIRIT corpus (Joho and Sanderson, 2004). The latter can be viewed as unstructured
noise since genre labels are missing.

The PV-DBOW models have been trained using the whole corpus. Note that
the training of this approach is unsupervised (i.e., the genre labels are not taken
into account). The corpus initially is split to a set of paragraphs, as required from
PV-DBOW. To be more specific, the paragraphs are sentences split from all the doc-
uments of the whole corpus. We examine three different variations, using either se-
quences of word unigrams (W1G), word trigrams (W3G) or character 4-grams (C4G)
as input texts (W1G correspond to texts in their original form). Each type of n-grams
is used separately as suggested in (Posadas-Durán et al., 2017). The dimensionality
of document embeddings is selected from DFdim = {50,100,250,500,1000}.

In addition, the terms with very low-frequency in the training set are discarded. In
this study, we examine fmin = {3,10} as frequency cutoff threshold. The text window
size is selected from Wsize = {3,8,20}. The remaining parameters of PV-DBOW are
set as follows: α = 0.025, epochs = {1,3,10} and decay = {0.002,0.02}.

In practice, a library for HTML removal and and vector representation of the
web-pages has been created for this work, named Html2Vec3. There is a special
module for PV-DBOW modeling that has been built based on the the implementation
of the algorithm found in Gensim package 4.

We also represent documents with traditional representation schemes to conduct
comparative experiments. Similar to PV-DBOW, we extract regular C4G, W1G, and
W3G. For each of these schemes, we use Term-Frequency weights (we use TF to
refer to this kind of traditional feature as opposed to DF for distributed features).
The feature space for TF is defined by a vocabulary VT F , which is extracted based on
the most frequent terms of the training set. We consider VT F = {5k,10k,50k,100k}.

3https://github.com/dpritsos/html2vec
4https://github.com/RaRe-Technologies/gensim

https://github.com/dpritsos/html2vec
https://github.com/RaRe-Technologies/gensim
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Regarding the NNRD open-set classifier, there are two parameters, lambda and
DRT, and their considered values are: λ = {0.2,0.5,0.7}, DRT ={0.4, 0.6, 0.8, 0.9},
p1 = {0.5,0.7}, p2 = {03,0.5}. All aforementioned parameters are adjusted based
on grid-search using only the training part of the corpus.

The parameter tuning for OCSVM and RFSE methods has been performed as
described in Chapter 5 for the SANTINIS corpus. The reported evaluation results
are obtained by performing 10-fold cross-validation and, in each fold, the full set
of 1,000 noise pages is included. This evaluation strategy is giving a more realistic
evaluation. Since the noise size is greater than the size of any known genre.

To compensate the unbalanced distribution of web pages over the genres because
of the noise part, the open-set macro-averaged precision, recall, and F1 measures
are used (Mendes Júnior et al., 2016). Note again than this variant of evaluation
measures ignores the unknown class.

Finally, for selecting the parameter settings that obtain optimal evaluation per-
formance, two scalar measures are used: the Area under the macro Precision-Recall
Curve (AUC) of 11 standard Recall levels and the macro-averaged F1 (Fmacro

1 ) score.

6.4 Experimental Results

6.4.1 The Effect of Distributed Representation on NNDR
Initially NNDR is evaluated using the traditional TF scheme as shown in Table 6.1.
The overall performance is poor. NNDR seems to work better with W3G features.
Note that the dimensionality of this representation is quite high. The performance
of the algorithm is slightly affected by parameter tuning for splitting ratios p1 and
p2 while DRT in all cases is 0.8. The method seems to be robust to the examined
values of λ regularization parameter. It should also be noted that both F1 and AUC
are maximized for the same parameter settings and document representation.

The evaluation of NNDR combined with PV-DBOW features is shown in Table
6.2. As can be seen, in two out of three types of features (C4G and W1G) the perfor-
mance of the algorithm is significantly improved in terms of both macro F1 and AUC.
The best overall performance is still acquired by W3G features and it is slightly im-
proved in comparison to the respective results when TF representation is used (the
improvement is considerably higher for AUC measure). DF seems to particularly
enhance precision results for C4G features and recall results for W1G features.

These results are obtained using a much lower dimensionality of representation
(i.e., an order of magnitude lower than TF scheme). This demonstrates that NNDR is
better able to cope with the compactness and density of DF vectors. It should also be
noted that the robustness of the model is increased since the best results are acquired
for exactly the same parameter settings and most NNDR parameters do not affect the
obtained performance.

A more detailed view of the performance of NNDR when combined with either
traditional or distributed W3G features is depicted in PRCs of Figure 6.4. Note that
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p1 p2 DRT λ Features Dim. Pmacro Rmacro AUCmacro Fmacro
1

0.7 0.3 0.8 any C4G 5000 0.664 0.403 0.291 0.502
0.7 0.5 0.8 any W1G 5000 0.691 0.439 0.348 0.537
0.5 0.5 0.8 any W3G 10000 0.720 0.664 0.486 0.691

TABLE 6.1: Maximum performance of NNDR with traditional (TF)
Features on SANTINIS coprus. p1 and p2 are the splitting ratios to
form simulated noise and DRT is the threshold. λ is the regulation pa-
rameter used in the normalized accuracy. Dim. is the dimensionality
of representation. The evaluation measures are the open-set variants of
macro-averaged precision, recall, F1, and AUC of the precision-recall

curve.

p1 p2 DRT λ Features Dim. Pmacro Rmacro AUCmacro Fmacro
1

any any 0.8 any C4G 50 0.829 0.600 0.455 0.696
any any 0.8 any W1G 50 0.733 0.670 0.541 0.700
any any 0.8 any W3G 100 0.827 0.615 0.564 0.706

TABLE 6.2: Maximum performance of NNDR with distributed fea-
tures on SANTINIS coprus. p1 and p2 are the splitting ratios to form
simulated noise and DRT is the threshold. λ is the regulation param-
eter used in the normalized accuracy. Dim. is the dimensionality of
representation. The evaluation measures are the open-set variants of
macro-averaged precision, recall, F1, and AUC of the precision-recall

curve.

in both cases the same parameter settings are used for the NNDR classifier. As can
be seen, the precision of the model based on DF remains high for more standard
recall levels in comparison to TF which is significantly affected by the presence of
noise. This means that DF is particularly useful in WGI applications where preci-
sion is considered more important than recall. The two approaches have comparable
performance when recall reaches 0.5 although DF still outperforms TF. The points
where curves stop indicate the percentage of the corpus that has been classified as
unknown which is similar in both cases (i.e., about 40% of the corpus).

6.4.2 Comparison of Open-set WGI Methods
In this section, the performance of NNDR on the SANTINIS corpus is compared to
that of OCSVM and RFSE obtained as described in Chapter 5. The experimental
setup for NNDR with either TF or DF schemes is exactly the same therefore the
evaluation results for these models are directly comparable. In the framework of
this experiment, OCSVM and RFSE serve as baseline models to help us see how
competitive the NNDR approach can be when it is assisted by DF representation in
unstructured noise conditions.
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FIGURE 6.4: Precision-Recall curves of NNDR on SANTINIS corpus
for traditional (TF) and distributed (DF) W3G features.

First, NNDR with TF features is compared with the baselines. In this case,
NNDR outperforms OCSVM. On the other hand, RFSE performed NNDR in both
macro-averaged F1 and AUC. This is consistent for any kind of features (C4G, W1G,
or W3G). The RFSE model is the top overall performer while both OCSVM and
NNDR are significantly low in respect of AUC, F1 and precision. Only, NNDR with
TF scheme for W3G is competitive.

There is notable difference in the dimensionality of representation used by the
examined approaches though. RFSE relies upon a 50k-manifold while NNDR and
OCSVM are based on much lower dimensional spaces. This demonstrates the ability
of RFSE to exploit the existence of redundant feature sets. It has to be noted that
RFSE builds an ensemble by iteratively and randomly selecting a subset of the avail-
able features. That way, it internally reduces the dimensionality for each constituent
base classifier (RFSE is using 1,000 randomly selected features from the 50,000 most
frequent features in each repetition).

Next, NNDR with DF is compared with the same baselines. Although there is a
notable improvement for NNDR using DF, it is still outperformed by RFSE in terms
of both F1 and AUC. On the other hand, NNDR returns a notably higher performance
than RFSE with respect to precision for C4G and W3G features. This indicates
that NNDR using DF could be more useful than RFSE in WGI applications where
precision is more important than recall.

A closer look at the comparison of the examined methods is provided in Fig. 6.5,
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TABLE 6.3: Performance of baselines and NNDR on the SANTINIS
coprus. All evaluation scores are macro-averaged.

Model Features Dim. Precision Recall AUC F1
RFSE TF-C4G 50k 0.739 0.780 0.652 0.759
RFSE TF-W1G 50k 0.776 0.758 0.657 0.767
RFSE TF-W3G 50k 0.797 0.722 0.615 0.758

OCSVM TF-C4G 5k 0.662 0.367 0.210 0.472
OCSVM TF-W1G 5k 0.332 0.344 0.150 0.338
OCSVM TF-W3G 10k 0.631 0.654 0.536 0.643
NNDR TF-C4G 5k 0.664 0.403 0.291 0.502
NNDR TF-W1G 5k 0.691 0.439 0.348 0.537
NNDR TF-W3G 10k 0.720 0.664 0.486 0.691
NNDR DF-C4G 50 0.829 0.600 0.455 0.696
NNDR DF-W1G 50 0.733 0.670 0.541 0.700
NNDR DF-W3G 100 0.827 0.615 0.564 0.706

where macro-averaged precision-recall curves are depicted. The NNDR-DF model
maintains very high precision scores for low levels of recall. Particularly, for W3G
features the difference between NNDR-DF and RFSE at that point is clearer. NNDR-
TF is clearly worse than both NNDR-DF and RFSE. In addition, OCSVM is com-
petitive in terms of precision only when W3G features are used but its performance
drops abruptly in comparison to that of NNDR-DF.

RFSE with W1G performs significantly better in terms of precision than NNDR
(with DF). It also manages to recognize correctly larger part of the corpus, more than
70% either for W3G or for W1G, as compared to NNDR-DF that reaches 60% in
both cases.
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OCSVM

FIGURE 6.5: Precision curves in 11-standard recall levels of the ex-
amined open-set classifiers using either W3G features (left) or W1G

features (right).

6.5 Conclusions
In this chapter, we presented an experimental study focused on WGI and the use of
distributed features in combination with an open-set classifier that obtained promis-
ing results in other domains (Mendes Júnior et al., 2016). Our experiments are based
on a benchmark corpus with unstructured noise already used in previous work and a
strong baseline.

It seems that distributional features provide a significant enhancement to the per-
formance of NNDR in WGI tasks. The low-dimensionality and density of DF are
crucial to enhance the performance of NNDR which suffers from the presence of ir-
relevant and redundant features (as any nearest-neighbor method). Yet, RFSE proves
to be a hard-to-beat baseline at the expense of relying upon a much higher representa-
tion space (usually in the thousands of features). However, with respect to precision,
NNDR with PV-DBOW features is much more conservative and it prefers to leave
web-pages unclassified rather than predicting an inaccurate genre label. Depending
on the application of WGI, precision can be considered much more important than
recall and this is where the proposed approach seems more suitable (e.g., web-page
ranking applications).

Further research could focus on more appropriate distance measures within NNDR
specially with recent data-driven features obtained with powerful NLP convolutional
and recurrent deep networks. Moreover, alternative types of distributed features
could be used (e.g., topic modeling or pre-trained language models). Finally, a com-
bination of NNDR with RFSE models could be studied as they seem to exploit com-
plementary views of the same problem.
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Chapter 7

Conclusions

7.1 Introduction
WGI is a text mining task that can improve information retrieval systems allowing
richer description of search queries and results. Genre is orthogonal to topic of doc-
uments and the combination of information about these two factors better describe
the properties of documents in comparison to the case only topic is used. WGI can
be useful to build specialized collections of documents via focused crawling where
both topic and genre are controlled. Genre is important information for credibility
assessment systems that decide whether certain web-pages can be trusted as well as
for anti-phishing systems. In addition, genre of documents is important information
in order to apply suitable models when NLP technology is going to be used.

Despite these interesting uses of WGI, research in this area is limited. In addi-
tion, the vast majority of existing works adopt the unrealistic scenario of closed-set
classification. Clearly, it is not possible to define a universal genre palette including
all possible web genres. Despite best efforts, it is expected that a large portion of
web-pages could not match a given genre palette no matter how long it is. In ad-
dition, web genres evolve through time and the genre palette should be re-defined
periodically.

The adoption of the closed-set classification scenario provides an over-estimation
of the obtained results and does not permit the highlighting of weaknesses and strengths
in real world conditions. Moreover, the few open-set WGI models that have been pro-
posed so far have not been adequately tested. In some cases the evaluation is based
on unrealistic noise-free corpora. In other cases, regular evaluation measures that are
not suitable for open-set classification tasks are adopted.

Another crucial issue is the type of noise considered in WGI tasks. So far, only
unstructured noise has been tested. However, structured noise is equally important
since it provides the opportunity to examine the behavior of an open-set model con-
trolling the homogeneity of noise and the difficulty of the problem.

As a result, there are significant doubts about the applicability of WGI technology
in challenging environments, outside controlled lab experiments. It is also important
to note that not all WGI applications are the same. Some applications (e.g., ranking
of search results by genre, focused crawling) require higher precision than recall. It



102 Chapter 7. Conclusions

is crucial, therefore, to demonstrate what methods are better able to deal with such
cases.

In the remaining of this Chapter, we present the main findings of this thesis and
the suggested direction for future work.

7.2 Main Findings
The focus of this thesis is on open-set WGI. A series of methods have been described
and experiments demonstrating their strengths and weaknesses have been reported
using a suggested evaluation framework for open-set classification tasks. The main
findings of this study are following:

• An evaluation framework for open-set WGI is proposed. First, as clarified in
Chapter 4, the evaluation measures used for closed-set classification tasks are
not appropriate for open-set conditions. The focus of the evaluation measures
should be on the recognition of known genres. The recognition of the unknown
class should not affect the results since there are no training examples for that
class. In addition, in case micro-averaged scores are used, the performance
estimation is skewed when the unknown class is regularly taken into account
since it is the majority class. Open-set variants of precision, recall, and F1 (i.e.,
excluding the unknown class) should be used. The effect of noise is thus based
only on false unknowns and false knowns errors (i.e., true positives of the un-
known class are ignored). In addition, graphical models, like precision-recall
graph in 11-standard recall levels provide a detailed view on the properties of
examined methods that match requirements of a given WGI application.

• The effect of structured noise in WGI is studied. We demonstrate in Chapter
4 that the openness measure provides a means to control the homogeneity of
structured noise. This also affects the difficulty of the open-set task. By using
the openness test it is possible to see how open-set WGI methods behave in
extreme conditions (e.g. when very few known classes are available or when
noise is quite homogeneous) and better understand their pros and cons.

• An open-set WGI method following the one-class classification paradigm has
been developed. The OCSVM approach learns only from positive samples
of a target class and a hyper-parameter (ν) adjusts whether the model will
be conservative or optimistic. It is a general-purpose approach that can be
applied to any open-set classification task as it has already been demonstrated
in (Mendes Júnior et al., 2016). In the framework of this thesis, it serves as a
baseline to other more suitable approaches. The results described in Chapter 5
demonstrate that OCSVM is a conservative model that prefers to leave samples
unclassified rather than miss-classify them. The performed experiments also
showed that this method outperformed the other examined approaches when
the openness level is quite high. This means that when very few known classes
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are available and the noise is heterogeneous (i.e., this corresponds to a high
open-space risk) this relatively conservative method obtains the best results.

• An open-set WGI method following the ensemble paradigm (RFSE) has been
developed. This approach takes advantage of a high-dimensional feature space
with lots of redundant and irrelevant features such as the ones provided by
character and word n-grams. This method achieves the best overall results in
terms of F1 as demonstrated in Chapter 5. It provides the most balanced case
of handling both unstructured and structured noise. It is also possible to favour
recall or precision by using different parameter optimization criteria (i.e., AUC
or F1). Thus, it can be adapted to the requirements of WGI applications. In
addition, for very high openness values this algorithm does not seem to be
robust. This actually means that it cannot easily handle cases with very few
known genres. Its performance increases by enlarging the known genre set.

• An open-set WGI method following the k-nearest neighbor approach (NNDR)
has been developed (Mendes Júnior et al., 2016). In contrast to kNN, this
method spends time during training to estimate the open-space risk. In or-
der to do that, part of training examples are used as simulated noise. On the
other hand, this method is very difficult (or even unfeasible) to be applied
when limited training data (especially when limited known genres) are avail-
able. This is the main reason that it has been evaluated only in conditions of
unstructured noise in this thesis. Another important property of the algorithm
is that it is better able to handle compact and dense representations rather than
high-dimensional and sparse feature spaces. Thus, it combines very well with
distributed representations acquired from neural language modeling as demon-
strated in Chapter 6. Although the best results of this method are inferior to
the ones obtained by RFSE, NNDR seems to provide better precision scores
for low recall levels. The latter is very important in applications related with
ranking of web-pages.

• The experiments conducted in this thesis are based on textual features only.
These have been found in previous studies to be the most useful source of in-
formation to represent genre-related information. Features like word and char-
acter n-grams have been examined. They provide a language-independent and
easy-to-measure set of features. More elaborate features requiring analysis of
documents by NLP tools, like POS n-grams have also been tested. As the re-
sults of Chapter 5 indicate, word n-grams provide the best results. More specif-
ically, word trigrams seem to be better than word unigrams. This also indicates
that content and stylistic information is useful for the specific corpora used in
the experiments. Recall that these corpora are far from ideal for evaluating
WGI methods since they are of small size and some genres are represented
by thematically correlated text samples. This could mean that the conclusion
that best results are obtained for open-set WGI methods using word trigrams is
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probably corpus-dependent. The type of features that should be used in combi-
nation with the proposed methods, especially RFSE, is a hyper-parameter that
should be optimized for any given corpus.

• Distributed representations obtained by the PV-DBOW neural network lan-
guage model has been introduced to WGI. As demonstrated in Chapter 6,
these features when combined with NNDR can provide a very competitive ap-
proach especially when precision is the most important aspect of performance.
Distributed representations are compact and dense and cannot easily confuse
NNDR with irrelevant and redundant features. In addition, it has been demon-
strated that NNDR can be a very robust model when matched with distributed
features requiring minimal tuning of hyper-parameters.

7.3 Future Work Directions
The current work attempted to highlight weaknesses of existing approaches and pro-
vide a framework for the appropriate evaluation of open-set WGI approaches. In
addition, specific open-set methods have been tested using this framework. There
are several open questions that are outside the scope of this work and could be exam-
ined in the future. Promising directions for research include the following:

• The open-set classifiers examined in this thesis can be combined in the frame-
work of a heterogeneous ensemble. This could provide a more robust approach
of enhanced performance, both overall and in low recall levels.

• Open-set methods proposed in other domains, like the one described in (Fei
and Liu, 2016), could be tested in WGI as well. Distance-based approaches
seem to fit WGI tasks.

• Alternative neural network language modeling approaches could be used to
provide distributed representations. These include pre-trained language mod-
els, like BERT, ULMFiT, ELMo, and GPT-2 that have been developed recently
and obtained excellent results in several text classification tasks (Devlin et al.,
2019; Howard and Ruder, 2018; Peters et al., 2018; Radford et al., 2019).

• Combinations of textual features with alternative sources of information, like
structural or graph-based and URL-based features could be examined. It would
be interesting to see how such enlarged feature spaces could affect methods like
RFSE and NNDR.

• Additional experiments can be performed on new web corpora including dozens
of genres and thousands of training examples per genre (Egbert, Biber, and
Davies, 2015). This would allow a more objective evaluation of open-set WGI
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approaches especially focusing on the effect of structured noise using the open-
ness test. On the other hand, this possibility is limited given the copyright is-
sues that complicate access to recently-developed collections (Asheghi, 2015).

• Case studies examining the usefulness of open-set WGI in increasing effec-
tiveness of specific applications, like genre-aware crawling, credibility assess-
ment systems should be performed (Siqueira et al., 2017; Agrawal, Mohan,
and Reddy, 2018). This would both study the robustness of open-set WGI in
real world conditions and would trigger the interest of research community for
further research.
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