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Me atouuxr wou evdivn xa yvwellovtog T xUp®oelg, Tou TEolAémovTol amd Tig Ol
atd€elg tne mag. 6 Tou dpdpou 22 tou N. 1599 /1986, dnhwve ot

Efpot o amoxielotindg ouyypagéoc tng utoBandeicag Awoxtopixic AatpBnc ye titho
«Recent Advances on Dimensionality Reduction for High-dimensional Data Anal-
ysis with Applications». H cuyxexpwévn Awoxtopur Alotpld) elvar tpwtdtunn xau
EXTOVAUNXE AMOXAELGTIXA Yiot TNV amoxXTNoT Tou Aboxtopxol dimhwuatog tou Tunuo-
toc. Kdie Bordewa, tnv onola elyo yioo Ty mpoetouactia g, avayvoplleton TAHewms xou
avapépeTon enaxel3ng otny epyaocto. Enlong, enaxpiBog avapépw otny epyacio Tic mnyéc,
TIC OToleg YENOILOTOINCY, XAl UVNUOVEVE EMMVUUN To OEOOUEVA 1] TLC OEEC TOU AMOTEAOLY
TEOIOY TVELUATIXAC LOLOXTNGLOC GAAWY, axdun XL QY 1) GLUTERIANPT TouC BTNV Topolow Ep-
yaoto unhple éuueon 1 nopapeacuévn. T'evindtepa, Befoumdvey OTL xoTd TNY EXTOVNCT TNG
Awoxtopinfc Aateifric €xw Tnenoetl anapeyxhita 66a 0 Vouog opllet tepl SlovonTixhg 1o-
toxTnotag xat €Y oLPUoPPWIE! TATIPK UE T TROBAETOUEVA GTO VOUO TEpl TpoaTasiog
TPOCKTIXWY SEGOUEVLY xou Ti¢ apyéc Axadnuaixrc Acovtoloyiog.
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UNIVERSITY OF THE AEGEAN

Abstract

School of Sciences
Department of Statistics and Actuarial-Financial Mathematics

Doctor of Philosophy

Recent Advances on Dimensionality Reduction for High-dimensional Data
Analysis with Applications

by Kimon NTOTSIS

Large amounts of raw data often can fail to perform properly for model estima-
tion, attributed to the existence of multicollinearity between variables, and that is
why they must be pre-processed for better modeling and visualization. To address
raw data barriers, among other difficulties, Dimension Reduction Techniques were
developed in an effort to mitigate the magnitude of over-parametrized solutions
that arise in high-dimensional spaces. The aim of this dissertation, which utilizes
multivariate analysis tools, is to investigate, analyze, compare, and improve cur-
rent techniques while still introducing new ones for dealing with multicollinearity
and reducing the feature space of high-dimensional data. In particular, this doc-
toral thesis initially outlines the theoretical framework concerning the unsupervised
technique, Principal Component Analysis, and its supervised counterpart, the Par-
tial Least Squares method. Due to their ability to obtain dimension reduction when
analyzing high-dimensional datasets, both techniques are considered optimal for
feature extraction. The use of the former in conjunction with other dimension reduc-
tion techniques, as well as the modification of the latter, - so that it may be applied
as a feature selection and feature extraction simultaneously-, were implemented and
thoroughly studied in the fields of econometrics, finance and actuarial science. Fi-
nally, a new unsupervised linear feature selection technique is proposed as a robust
and easily interpretable methodology, termed Elastic Information Criterion, that is
capable of capturing multicollinearity rather accurately and effectively and thus pro-
viding a proper dataset assessment.
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[TANEIIXTHMIO AIT'AIOY

[Teptindn

Eyohf Oetixyv Emotnuoy
Turuo Lratiotinig xouw Avaroyiotixakv-Xenuatoowxovouxony Madnuatixoy

Aboxtopnd

Hpoogatec E€eliZeic yia Melwon Awdotaong otny HHoluvdidototn Avéiuon Aedoyévey
ue Eqopuoyég
Tou Kiywv NTOTYXH

H oy yiodng avdmtuén tne teyvohoylog xodog xou 1 cuveyic dnutovpyia vEwy Bdoewy
dedopévwy Eyet avadeilel xou avaydyet To Big Data Analytics oto enixevtpo tng Liyyeo-
v Ytatiotxrc Avdluong dedouévev. 2oT600, 1 cLVEYNC AVENCT TWV TAPATNENCEWY
og €vo GET OEBOUEVWY BV TEOUTOVETEL TAVTA Lol TLO OTOBOTIXY GTATIOTIXY| AVIAUGT).
Meydhot 6yxoL Se60UEVELY EVOEYETAL VoL TOREUTOBILOLY TNV ATOBOTIXOTN T XU ATOTEAEC-
HOTIXOTNTA TGOV OLPORKY CTATIOTIXMY TEYVIXMV. LUYYEOVWS , OTNY TERINTWOT TNG HOV-
Tehonolnong, por TANdGeo ENEENYNUATIXWDY UETABANTOV Yol EXTETOUUEVES YPOVIXES TEQLO-
00U UTOPEL VoI TPOXAAETEL ACUVETEIEG GTNY EPUNVELN TWV CTUATIOTIXWY ATOTEAECUATWY.
To mo onuavTixd eunddlo ToL XUAElTOL VoL TPOOTEAJGEL O EpELVNTAS Elvon 1) UTtaplT To-
AUCUYYRUUUIXOTNTOG UETAEY TV YeTafSAnTa@y. IIAéov ol epeuvntéc mou eunAéxovtol oe
OLadaoleg oTATIC TIXTG ovTEAoTolNoTg, elvon ot VE€an VoL GUAAEYOUY ol VoL BNULOVEYOLY
OET PEYAAWY TOAVUETOPBANTGY BEGOUEVLY, ONAADY| GET TOU TEPIEYOUV TOMAES UETUBANTES
e Tdpa TOAAES TapaTnENoELS 1/ %ot xahOTTouY Yeydho ypovixd opllovta. H mpoomdieia
poviehomolnone Yiog YETOBANTAC UE TN YEHOM EVOC TETOLOU OET EVOEYETAL VoL ovode(EEL
eminpocieTa TEOBAUoTa ~OTwe avoxeLPBeic xan adounTES BAoeEl OEDOUEVLY XS oL UT-
ohoylo T} TohuTAOXOTNTA, o€ avTideon Ue TN LOVIEAOTOINGT UE T1) XPNOT WXPOTERLY
GUVOAWV.

H mo cuvAlng cuvéneio 6T poviehomoinoT UEYIAWY BESOUEVKY GTN OTATIOTLXY| ova-
Auor elvor 1) UTOEEN TOAUGLY YRUUULXOTNTAS, 1) oTola 0plleTon (¢ 1 LPNAT YeauUX T CUC)E-
Tiom PETAED 800 1 TeplocdTEpWY PETUBANTOY. e UixpoTepn ouyvotnta evioniletou 6Tt
1 TNY1) TOU TEOBAAUNTOC UTopel var ogelleTal o€ ECQUNIEVT YpNion PeudoueToBANT®Y 61N
povtelomoinom, otny Umaedn UETABANTHOY oL EXPEALOLY TO (BLO YAUPUXTNELC TN Xl €Y OLY
0pLOTEL UE DLUPOPETIXG TEOTO -GANT) LOVADX UETENONS 1) XUTNYOELOTOINONEC- 1) 6TaY ToL Oe-
dopéva etvon avemapxr. H ouvinapn autdv twv «cuyyevdv» uetofAntoy nopadelyua-
TOC YdpLY OTNY AVAAUOT) THhvOEOUNOTG UToeel vor 001y oEL o€ aocapn 1) xan Aavioouévn
epunvela eV ouYYEOVKC Utopel v emnpedoet TN Sadixaoia tpoBiedng. Ilapdro mou 7
OYETIXA UXQT) TOAUCUYYRUUUIXOTNTA Elvor cLVAT WS aBAoBTc, 1 uETELo Xou coPapr) EVOEyE-
Tou var BAdper T otatio i o) TNE TOAVSEOUNONEC XoL VoL 0ONYHOEL OF UTERTROCR-
HoY" Tou YovTéAOU. AUTO TO QUVOUEVO EIVOL APXETA CLYVO OTIC HEPEC LIS AOYW TOU
TAfdouC TV un eheYyouevwY TAneogoptwy. H énhewhn «plhtomv» ota dedopyéva odnyel
o€ GUVOAA BEQOUEVWY UE HETABANTES TTOU €lvan, 6€ GNavTIXO Padud, CUYYEUUUXES AOYW
OAANAETOPACEWY TOU LTOBOGXOLY Xal BUYNTIXA OONYOLY GE TAUPAUTAXVNTIXA LoVTEAA (UT-
epextiunon/vroextiunon) xou ovaxpiBelo oTNY eXTUNOY TOEOUETEWY.

‘Oco uploTatal 0 XVOUVOC TNC TOAUCLY YRUUUXOTNTAS, 1) 0p U1 EpUnVela TNE avahuong
0edopévwY UTopEl Vo Yoo TNEIOTEL K¢ avagloToTn. ¢ ex TOUTOU, 1) TOAUCLYYEU-
UXOTNTA EYEL PTACEL GTO onuelo Vo anotehel pla emnpociety «méuntn» npotnddeon otny
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TEP(MTWOoN TNG TOAMATATE X0t TOAVUETUBANTAC Tahvdpounomng, Ueta€d Tewv \on urapyov-
TWV OV TEETEL VoL EAEY Vo0V Tty TV Sladxacia poviehomolnomne.

H nohuvouyypopuxdtnto uropet var yopoxtneiodel og «dopwh» 1 «Bactouévn ota de-
dopévor. H Souixy), Yoot xot k¢ TEAEIL TOAUCLY YeouuixoTnTa, elpavileton 6Tay e Eva
oUVOAO BEBOUEVWY LTy 0LV PETABANTES 0ToU 1) UTtoeér TouC elval dpenxTo GUVOEDEUEVN
UE xdmotat SAAN HETABANTY xou BV UTopoLY Vo 0plo TolV Ywels exeivr. H cuoyétion authyv
TV 000 UETABANTOV ElVal TEOCEYYIOTIXA YRAUUUIXT] X0t UTOREL Var Tteplypdpet (UtoVETov-
Tag OTL UTdEYEL CUOYETLON PETAEY TOUAAYIGTOV BUO0 HETUBANTAOY ANO TS GUVOALXE P eVOG
nivaxa X) oc:

j=1

émou urdpyouv a; # 0 mou emBeBoucivouv Ty e€icwon. Me dhha Moy, ebvon évat po-
VNuaTnd TEYVAoUA TOL TEOXUAE(TOL oo T dnulovpyio UETABANTGY UE TN Y ehoT 1dn uToe-
YOVIWY UETOBANTGV a6 To (610 6OVoho Bedouévwy. AdYw Tou OTL UTdPYEL Yo TEAEL GUY-
Yeouuxn oyéon puetald Twv YUETOBANTOY Tou TepthouBdvovton 6To Yovtéro, to XTX yive-
T WOLACwY xau ETOPEVELS BEV elvon epxTo var yenouylomoundel 1 tokvdpounon eloyiotwy
TETPAY WVOY YL TNV EXTIUNCT] TOV TUOV TOV TUROUETEWY AOYW TNG U1 AVTLO TEEPUOTNTOG
Tou XTX. Enoyéveng, n téheia ToAuouyypopuxotnTo tapaBLdlet pla and Tig tpobnotécelg
TOU UOVTENOU YROUUXTC TUAVOROUNCTC.

H Baocilouevn oo 8edouéva, YVLo T xok we VPNAT TOAUGLYYEoUUULXOTN T, EUpavileTon
LETOEY TV UETABANTOY GTO 0y o Un ENEEERYAOUEVO GUVORO BEBOUEVWY Yol EIVOL O TILO
%0LVOC TOTOC OTAY TEOXELTOL YId TOUEATNEHOELS TELRUUATOVY. X AUTAV TNV TEPITTWAT, M
oyéon UeTadd TwV UETABANTAOV lval TEOCEY YIOTIXG YRoUULXT) Xou UTOREL VoL YRUPTEL (OC:

6mov urdpyouy a; # 0 mou emPeBordvouy T e&icwon. TPnhn ToAucLYYpUuPKETNT
evtoniletal cUY VA o€ YeYdA TOAVUETOBANTE cOVIeTa GUVOAX BEBOPEVLY, OTIOU OL UETABA-
NTEC UTOPOUY Vo TOCOTIXOTONVOUY OE UETPHOELS avouolou peyédous, To onolo evéyel
TNV EVIoYUOT TNG ONUAVTIXOTNTOC TOV U1 ONUAVTIXGDY UETABANTGV Xou xot” EMEXTACT TNV
amoxELPN TN LoY0E TOV TEUYUXTIXG CTATIC TIXE OTUAVTIXGY. M€ AUTAV TNV TEQINTWOT),
UTopolY Vo TeoxOPOoLY oL axOROLIES XUTAC TACELC OE ial SLadixacia povielonoinomng:
(i) Koo totan 50ox0An 1) 61dxplon Twy EMBRIcEmY TwV ETEENYNUATIXOY PETUBANTOY 6T
LeTOBANTY amdxplong xotd TN didpxelo Tng dtadxaotac tng poviehomoinone. ‘Otav ol
ene€nynuotixéc petoBAntéc ouoyetilovtat, popdlovton €va xowvé potifo uetafBantdTn-
TAC, YEYOVOS TOU onuaivel OTL qUEGVOVTOL X0t PELWVOVTOL TouTOYeova. ()¢ amoTéEAECUD,
1 extiunon tne enidpaocng ot YeTABANTY andxplong eivar 80OXOAT xou S €x TOUTOU, T
TEOY OUEVOL ATOTEAECUATOL ELVOL TOEATAUYNTLXAL.
(ii) EmnAéov, oTnVv mogouciooT) TOAUGUYYROUULXOTNTAS, UTEEYO0LY Tohudptduol cuviuao-
HOl EXTIOUEVWY GUVTEAEG TV TIOL OAOL ToEdyoUY TapouoLeg TeoBAEDE. AuTtd onualvet
OTL Ol EXTWNOELS €Y0LY LPMAY TUTIXT AOXALOT). XE QUTES TIC TEPLTTWOELS, O GUVTEAEC THG
TEOGBLOPLGUOU -TO UETEO TIOU YenouloToteltal Yo TnY a&loAOY O TNG XUAHC TROCURUOY TG
evOg HovTélou-, Yo elvon LYNAGS xat To TopoyOueVO LOVTERD Vot EpUNVEVETAL, EGQPUAUEVAL
AOY W UTEPTPOCUPUOYNG, WE EMUPXES.

H téhela mohuouyypoupxdtnTo ebvon e€otpeTind aouVAG TN xou 1 o €UXOAA Bloryelpl-
olun ool pa evOeey g eEETACT TV UETOBANTGV TOL HovTENOU untopel var Ty e€alelet.
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Qo1600, 1N LVYNAY TOAUGUYYEUUUXOTNTA -1 TLO CUVIIOUEVT, UTOREL Vol TROXUAECEL GO-
Bapd mpoPAfuata extiunong xou epunveiog. H mio Swadedouévn cuvéneia mou eupovile-
T TToEOVGTAL LYNAAC TOAUCLY YRUUULXOTNTAS EVOL 1) UTEPTIROGURUOYT| TNS LOVTEAOTIOMOTG
AOY® TNG UTERTUPUUETEOTOINCTC TTOU LPICTATAL, YEYOVOS TTOU UELWVEL T1) Lo}V TOU UOV-
TENOLU GTO TEOGOLOPIOUO TWV CTATIOTIXY ONUAVTIXOY PETOBANTOY. Autd onualvel oTL
T0 UOVTELO elvon TOAD Tiep(mAOXO eV& oL BeixTeg a€lOAGYNONG TOU, OIS O GUVTEAECTHG
Tpoadloploloy, etvan TapamhavnTxol. Avtl vo Teplyedpouy Ty avoloyia TNe dlaxOpaveng
otV e€apTnUévr uetaBAnTy mou elvon TEoBAEYn amd T aveldoTtnteg YetaBAnTéS, Tept-
Yedpouv To Tuyalo opdiua ota dedouéva. Eivar enlong miovd ol extiuroelc TopouéTenmy
VOLUNY TERLYEAPOLY UE oxplBELa TNV ETBRCT TV OYETUWDY UETABANTOY 0NV eEApTNUEVT
peToBAnTr. Mropel eniong va €xel w¢ anmotéheoua TNy ahharyy| Tou BelX TN Xou TNV amEpav-
TOGUVY] TWV GUVTEAEGTWY PEELXNG TOAVOPOUNOTS amd To €va Belyuo oTo dhho. Emmiéoy,
oLV %Ol QUTO TO POUVOUEVO QPAVETOL AEXETA TIORABOE0, £YOUV YIVEL VUPORES YiaL A1) CUUPATH
amoteréoparta petal Tou F-test xou tou t-test dtav undpyel ToALGUYYEOUUXGTNTOL

H noluouyypouixdtnta wotéc0 dev elvon mdvta emBAoBhc. Trdpoyouv mepint®oelg
TIOU UTOREL VOL YOROXTNELOTEL W OVOTIOEXTTY), YOUNAY 1) UETELOL € AUTEC TIC TEQLTTWOELS
dev ypeetdleton xopior Sladuxasior YLo THY AVTIETOTLON TNG.

Lot TN aVTHETOTLON TNE TEOYOTEDNE TOL dNULOURYEL 1) UTHEET TOALCUY Y QOUULXOTY-
Tog avamtOydnxay ot Aeyoueveg Teyvinée Melwong Adotaong oe wa tpoomdiela vor pe-
Telo el To péyedog TwV UTEPBOAXE TUPUUETPOTONUEV®Y AUCEMY TOU TEOXVUTTOUY OE
X Weoug LPNAGY Slac Tdoewy. LTéY0¢ TNe mopovoag dlateBne, 1 onola yenowonotel ep-
yohelor TOAVUETUBANTAC avdAuomg, eivon Vo BIEQEUVAOEL, Vol AVOADGEL, VoL GUYXEIVEL XoL VoL
BeATIOOEL )01 UTEPYOUCES TEYVIXES, EVE TORAAANALL VOL ELGAYEL VEES Yol TNV AVTYETMOTILON)
TN TOAUGCLYYROUUXOTNTAS Xl TN UELWOT) TOU YWOEOU YARUXTNELO TIXWY TWV OEQOUEVKY
LPNAGY BLao TUCEWY.

ITio ouyxexpyéva oto Kegpdhaio 2 oxiarypagpeiton to Yewpntind mAolcto mou apopd
TNV Un ENONTEVOUEVT TeY VX TNS Avdiuone Kipiwv Luviotwony (AKYE) xadodg xo tny
avtioToyn emontevduevn uédodo twv Mepixwv Erdytotwv Tetpdywvwy (MET). Adyow
NG XAVOTNTAS TOUC VAl ETUTUYYEVOUV PElWOT BIOTAOEWY T TNV AVAAUGY) GUVOALY
dedopévewy LYNAGY Blac Tdoewy, Yewpolvton au@dtepeg PBEATIOTES Yia Snuiovpyio VEwY
HETOBANTOV.

Y10 Kegdhowo 3 yivetan avopopd oTor XpLThplal ol 6TOUG DEIXTEG Tou €YOLY YENOL-
pomonlel yior TNV a€loAGYNOT TWV TEYVIXWY TOU EQUOUOCTNXAY OTN BIEXTEQUUWOT) TNG
otaTe3c.

O oxondg tou Kegahaiou 4 agopd tn LovieAonolnon Tev SNuociwy cuvTalodoTIXDY
damovey (AXA) Blapodpwy eLpTiX®Y Ywe®yv. o To oxond autd, To Kegdhaio aoyolel-
TOL JE TOV EVIOTUOUO, TN CUALOYY| XU TNV avAAUGT) HETABANTAY, oL ontoleg, Bpayumpdico-
HES ) paxpoTpd¥ecUES, EVOEYETAL VAL €OLY AVTIXTUTO 6N Bladepwon Twv AXA. Yuvdu-
oo TXd Yenoulomolinxay ol tTexvixés Twv Beale et al. xou AKY, mou eqopudo tnxay dote
vou Angdel to BéEATIoTo oUvoho YeTOBANTOY Yo TN Yovielonoinon Twv AXA. H avdiuor,
emxevtp@vetal oc 20 evpwnaixéc YweeS Yo Ti¢ omoieg yenowdoroifinxe éva civoho 20
UTOPAPLWY ETEENY NUATIXOV METABANTOV Yia TNy tepiodo 2001-2015.

Apxetéc épeuvec oyetind pe Tt yeron tou MET w¢ enonteuduevne teyvixrc Uelwong
0o Taong EYOLY aVATTUYVEL UE TNV TEOBO0 TWVY ETOV GTOV TOUEN TNG O TUTIC TIXNG XAk Y 1)-
uetopeTelog Yoo oxonolg takvdpdunorng. 2otéco, n MET uropel va efvan pior amantntiny
otaduaota, eWBd 0TNY TERIMTWOT TOAVUETUBANTAC TOMATAAC TOAVOEOUNONG AOYW TRV
YUEOXTNPLC TIXWY XAl TNE TOAUTAOXOTNTOS TeV Sedouévmy. X1o Kegdhao 5 napovoidleton
1 mpoTacT yia yeron e wedodouv MET w¢ teyvixr) emhoyhg HETUBANTOV OTN YeouuLx
TOALVOEOUNON Yia PAUOUATIXG GUVORA BEGOUEVKLY LYMAGOY Blactdoewy. TIo cuyxexpiéva,
TEXUNPUOVETAL 1) TROTAUCT) EXPETIAAEUCTIC TOV GUVTEAEG TWV TahVOEOUNomE Tou utoloyilel
n MET vy tov eviomiopd xou tnyv e€dhetn aofuavtonv enednyNuatixdy LeTUBANTOY ond
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v avdiuor. Me autdv Tov TpoTo, Elval EQLXTY| 1) ATOUIXEUVGT| TV G TUTIC XY 1) CTUAV-
TIXOV PETABANTOVY xan 1) enltevdy| Tne BEATIOTNG HovTEAOTIOMONG OE GUYXELON UE TN XAAO-
o) MET. Eminpoctétwe, 1 TeoTEVOUEV TEYVIXT ETLTUY Y AVEL plal amAoOGTERY) BOUT LOV-
TENOU TOCO GTNY HOVOUETIBANTH 660 XU GTNY TOAVUETHBANTY TepinTwon.

To Kegdhawo 6 npoteivel xou diepeuvd o e0pwo Tn xou edxoha epunveloiun uedodolo-
yio, mou ovoudleton Elastic Information Criterion (EIC), ixavn vo culopfdver tnv mo-
AUCUYYRUUUXOTNTO UE UEYOAT axplBElar XL AMOTEAEOUATIXOTITA Xal ETOL VO TOREYEL [LOL
Vv 0p¥06Tep BuvaTh afloAdYNoT Tou GeT dedopévewy. H ambédoon tou Siepeuvdton Yéow
TEOGOUOLOUEVGY xou TporyorTixwy dedouévey. To EIC unopel vadewmpnidel we wa un enon-
TEVOUEVT YRUUUIXT| TEYVIXT] ETLAOYHC UETUBANTOY.

To Kegdhowo 7 emyelpel vo eviomioet xon var avohOOEL, UECK TEY VXDV TOAUUETOBA-
g avdAvong, uetaBAntég mou cuvdéovtan (cuoyetilovtar) ue To Axoddploto Eyyweto
Hpotov (AEIL) xou eite Bpayumpdieoyoa eite poxponpddeoua ennpedlouy Ty dloaudppwon
Tou.

Ytoyog tou Kegatatou 8 elvon 1 TpdTacT (Log XoUVOTOUOL TEOGEYYIONE Yol EVEMX T
xa axetBr) poviehonolnon faduohdynong IO TOANTTIXAS IXAVOTNTOC UE TN YEV oM Ot UOVO
OLXOVOUIXOY TIOEOYOVTWY AAAGL XL YUPAXTNELO TIXWY TUCTOANTTIXNAG CUUTERLPORdS. Emi-
TAEOV, TEOTEIVETAL Uit TOAUBLAC TATY Al yoptduixT| Bladixacio uelwong Bido Taong TeoxeyE-
VOU VoL aVAOELY VOOV OL G TUTIO TINE GOV TIXES UETOBANTES Xou XAT” EMEXTUCT) VAL ONULOVEY T
Vel éva atomoTo povtého meoBredne yia T Baduohoynon TN TOTOANTTIXAS IXOVOTT-
Tag TV eTanpldv. H mpotevouevn véa Sabixacta eqopudletor 6To eAAnvind chotnua Ee-
YWPELOTAL YL CUXPEC» UL CUEYHAES» ETUYELOHOELS.
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Publications and Conferences

The results of Chapter 1 are presented in a chapter entitled The Impact of Multi-
collinearity on Big Data Multivariate Analysis Modeling, co-authored by Kimon Ntotsis
and Alex Karagrigoriou, which has been published in Applied Modeling Techniques
and Data Analysis 1, Computational Data Analysis Methods and Tools.

The results of Chapter 4 are presented in the articles entitled On the Modeling of
Pension Expenditures in Europe and On the Multivariate Modeling of Pension Benefits,
co-authored by Kimon Ntotsis, Marianna Papamichail, Peter Hatzopoulos and Alex
Karagrigoriou, which have been published in Communications in Statistics: Case
Studies, Data Analysis and Applications and The European Actuary, respectively.
Versions of this works have been presented in various international conferences and
workshops, i.e., (i) 2nd Conference of the Romanian Society of Probability and Statis-
tics, (ii) 18th Conference of the Applied Stochastic Models and Data Analysis, (iii)
Bernoulli — IMS One World Symposium 2020, and (iv) 1st LabSTADA Statistics and
Probability e-Day.

The results of Chapter 5 are under review for possible publication as an article
entitled The Utilization of Partial Least Squares for Variable Selection on NIR Spectra Data,
co-authored by Beki Elisavet, Alex Karagrigoriou and Kimon Ntotsis. Versions of
this work have been presented in international conferences and workshops, i.e., (i)
7th Stochastic Modelng Techniques and Data Analysis International Conference, and
(ii) 3rd LabSTADA Statistics and Probability e-Day.

The work of Chapter 6 is reported in the article under the title Interdependency
Pattern Recognition in Econometrics: A Penalized Regularization Antidote, co-authored
by Kimon Ntotsis, Alex Karagrigoriou and Andreas Artemiou, which has been pub-
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Chapter 1

Introduction to Dimensionality
Reduction

1.1 The issue of multicollinearity

The tremendous increase in the development of technology as well as the creation
of new databases on a variety of topics makes Big Data Analytics (BDA; BD for
Big Data) more efficient to work with. However, more is not always better. Large
amounts of data might sometimes fail to perform properly in data analytics applica-
tions. Indeed, when it comes to modelling, a multitude of explanatory variables for
extensive time periods can cause inconsistencies in the interpretation of statistical
results. The most important obstacle that one has to overcome is the existence of
multicollinearity between the variables.

Nowadays, researchers involved in statistical modelling processes, are able to
collect data on multiple factors over a long time horizon, which may contain mil-
lions of observations. Trying to model a variable having such a large dataset, can
cause additional problems (such as inaccurate and disorderly databases, computa-
tional complexity, and insufficient analytical skills) as opposed to modelling with
smaller datasets. Due to such problems, there was the need for the creation of a
particular category of data analysis, named BDA, which is a very growing branch of
data science. As IBM states, “Big data analysis is the use of advanced analytic techniques
against very large, diverse data sets that include structured, semi-structured, and unstruc-
tured data of different sizes. Big data is a term applied to data sets whose size or type is
beyond the ability of traditional relational databases to capture, manage, and process the data
with low latency. And it has one or more of the following characteristics — high volume, high
velocity, or high variety” IBM (2021).

The most common consequence of such a big dataset modelling in statistical
analysis is the existence of multicollinearity, which is defined as the high linear as-
sociation between two or more variables (i.e., one or more variables can be linearly
predicted from other(s) at a notable degree of accuracy) (Alin (2010)). Not so often
it can be caused by the false use of dummy variables in the modelling, the repeti-
tion of the same kind of variable, or when the data are insufficient, which can be
resolved by collecting more data. The coexistence of these cohort variables in a re-
gression analysis can result in inconclusive or even incorrect interpretation, while it
may affect the forecasting process (Bayer (2018)). Even though relatively small mul-
ticollinearity may cause no harm, moderate and severe one can abate the statistical
power of the regression and lead to overfitting due to variables redundancy. That
phenomenon is quite common nowadays due to the size of unfiltered information.
This results in datasets with variables that are, to a significant extent, collinear due
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to interrelationships that lurk and potentially lead to misleading models (overesti-
mation/underestimation) and inaccuracy in parameter estimation.

In the presence of multicollinearity, the proper interpretation of the data analysis
may not be reliable (Silvey (1969)). Due to this fact, multicollinearity has reached
the point of being an additional “fifth” assumption in the case of multiple and mul-
tivariate regression, among the already existing ones - normality, homoscedasticity,
and independence of the residuals and linearity between the dependent(s) and each
independent variable (Yoo et al. (2014)).

Multicollinearity falls into one of the following two categories namely, struc-
tural and data-based multicollinearity. Structural one, also known as perfect mul-
ticollinearity, occurs when a byproduct variable exists in the dataset along with the
one that originates from and can be expressed (assuming that correlation exist be-
tween at least two variables of the total p in a given X-matrix) as:

where, there are aj # 0 that confirms the equation. In other words, is a mathemat-
ical artifact caused by generating predictors with the use of already existing ones.
Due to the fact that a perfect collinear relationship between the variables included
in the model exists, XTX becomes singular and thus it is not feasible to use the Ordi-
nary Least Squares (OLS) regression to estimate the value of the parameters due to
XTX non-invertibility . Therefore, perfect multicollinearity violates one of the linear
regression model assumptions.

Data-based, also known as high (also abbreviated as extreme or severe) multi-
collinearity, occurs between the variables in the original unprocessed dataset and is
the most common type when it comes to observational experiments. In this case, the
relation between the variables is approximately linear and can be written as:

where there are a; # 0 that confirms the equation. High multicollinearity often exists
in big multivariate complex datasets, where variables may be quantified in dissimi-
lar sized measures which can enhance the significance of insignificant variables and
potentially conceal the statistically significant ones (Ueki and Kawasaki (2013), Yue
et al. (2019)). In this case, where (XTX)~! computation is possible, the following
situations can arise in a modelling process: (i) It becomes difficult to distinguish the
effects of predictors on the response variable during a statistical modelling process.
When the rest of the predictors remain unchanged, a regression coefficient expresses
the impact of a one-unit change in the corresponding predictor. When predictors
are correlated, they share a common variability pattern, which means they both in-
crease and decrease at the same time. As a result, estimating how much-correlated
predictors affect the response variable is difficult and therefore, the apparent effects
are deceptive. (ii) Furthermore, when multicollinearity is presented, there are nu-
merous combinations of estimated coefficients that all produce similar predictions.
This means that the estimates have a high standard error. As a result, the T-statistic
t = ,B]-/ s.e.(Bj) decreases, lowering the power of the hypothesis test Hy : ; = 0.
This means that zero coefficients may not be detected as such but may appear statis-
tically significant, resulting in the existence of redundant variables. In these cases,
the coefficient of determination -the measure used to evaluate a model’s goodness
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of fit (i.e., performance)- will be high, and the produced model will be interpreted as
adequate. However, redundancy causes overfitting of the regression model, which
results in the regression model failing to perform adequately for samples. (iii) Ad-
ditionally, because the produced coefficient estimates are imprecise, predictions of
samples located outside the space covered by the training set will be imprecise as
well.

However, multicollinearity is not always harmful. There are cases that can be
categorized as non-existing, small, and moderate (medium). In these cases, there is
no need for any process for its elimination. Usually, insufficient data may guide the
deceitful existence of multicollinearity (Ntotsis and Karagrigoriou (2021)).

. moderate
Multicollinearity levels
. Xivariable severe

. X2variable
perfect
Xavariable

small to non-existing

FIGURE 1.1: Triple Venn diagram demonstrating the variation of mul-
ticollinearity

Figure 1.1 displays the five states of multicollinearity. From small multicollinear-
ity between variables X; and X, while no existent one between X3 and each of them
in the upper left Venn diagram, to moderate multicollinearity between all three in
the upper right corner, to severe and perfect multicollinearity in figures” lower half.

Perfect multicollinearity is highly uncommon and the easiest to handle and avoid
by a thorough examination of the model’s variables. However, high multicollinear-
ity -the most habitual, can cause severe estimation and interpretation problems. The
most prevalent consequence which appears in the presence of multicollinearity is
overfitting in regression analysis modelling due to the redundancy of variables,
which reduces the power of the model to identify the statistically significant vari-
ables. That means that the model is too complex and the model’s measures of as-
sessment, such as the coefficient of determination, are misleading because instead
of describing the proportion of the variance in the dependent variable that is pre-
dictable from the independent variables, describe the random error in the data. It is
also possible that parameter estimates may not accurately describe the impact of the
associated variables on the dependent variable. It can also result in the alteration of
the indicator and the immensity of the partial regression coefficients from one sam-
ple to another. Furthermore, although that phenomenon seems quite paradoxical,
reports have been made for non-compatible results between F-test and T-test when
multicollinearity exists (Largey (1996)).
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1.1.1 Review of multicollinearity measures

To detect the multicollinear variables in a set of data and eliminate them, assorted
criteria have been developed over time. Some of these are briefly presented below.
An easy way to have a first glimpse at multicollinearity’s state is through a corre-
lation matrix. Relatively high correlations indicate the possible existence of multi-
collinearity. Dissimilar results about the coefficients between F and T-tests (i.e., in
the regression model, the F-test comes to the conclusion that at least one variable is
statistically significant, while at the same time the T-test suggests that none of the
variables actually is) is an indicator for the existence of harmful multicollinearity.
Although that phenomenon seems quite paradoxical, it has been thoroughly exam-
ined and explained by Largey (1996), as they provide two reasons for the occurrence.
The first one is the existence of multicollinearity in the model, in which the existence
of a relationship can be established but not the individual influence of each variable.
The second reason stems from the value of the degrees of freedom (DF) of the resid-
uals. If the residuals DF are > 3, then, the significant point of F( ,_¢_1) is lower than
the significant point of F;, ,_;_1) which corresponds to the significant point of the
t-statistics. Hence, when all t-statistics are equal or approximately so, they may all
be non-significant while F is significant. The explanation is that a significant F-ratio
does not indicate the significance of any given regression coefficient but merely the
existence of at least one linear combination which is significantly different from zero.
Additionally, significant R-squared shifts when variables are inserted /removed can
also imply the existence of severe multicollinearity (Geary and Leser (1968)).

There are several partially robust criteria and indices for multicollinearity detec-
tion focusing either on the coefficient of determination and similar measures or on
the eigensystem analysis. Some of the most regularly used are:

Collinearity diagnostics such as eigensystem analysis and Conditional Index (CI)
(Belsley (1991)) can highlight the issue of multicollinearity. Correlation matrix-based
eigenvalues near zero presuppose multicollinearity among the variables (Hair et al.
(2010), Kendall (1957)), while if the CI of Equation 1.1 is greater than 10, empirically,
one can say that it leads to the same conclusion (Belsley (1991), Hair et al. (2010)).

czj = max (1.1)

where A7 is the eigenvalue emerged from the original variables correlation matrix,
Asvqx is the maximum eigenvalue, j = 1,2,.. ., k is the number of variables and A{" >
A > e > AL

Besides, Kovacs et al. (2005) used eigensystem analysis to compose the Red in-
dicator, presented in Equation 1.2, for proper detection. When the indicator ap-
proaches zero, then multicollinearity is low, while when it approaches 1, then it can
be considered high.

T (A0 -1)2
Red = —FK — . (1.2)
k-1

Farrar-Glauber test (Farrar and Glauber (1967)) approaches the issue with the
comprised of a 3-test procedure that examines the presence of multicollinearity, the
existence of collinear regressors, and the form of their affiliation. They also proposed
the use of a measure based on the ratio of explained to unexplained variance (Farrar

and Glauber (1967)), the large values of which indicate multicollinearity.
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w; = (1 — 1) x (Z:’;) (1.3)

L and RJZ is the R-squared of the auxiliary regression of each j variable

1-R?
against all the others.

Klein (1962) and Theil (1971) independently proposed rules based on RJZ, and its
impact on the overall R-squared. Klein states that if Rjz» surpasses the overall R?,
then multicollinearity can be worrisome. On the other hand, Theil’s rule asserts that
if the resulting m from Equation 1.4 is 0, then multicollinearity is absent, while if it
is approximately equal to 1, then it can be considered troublesome.

where i/ =

k
m=R>—Y (R*—R%)), (1.4)
j=1

where R? j is the resulting R? of the full model without the inclusion of the X; vari-
able.

Leamer (Greene (2002)) suggested a method based on the variance of the esti-
mated coefficients: .
_ —1\ 2
(Z}(:l(Xij - Xj)z)

Cj =
] -1

(1.5)

Equation 1.5 is used for ruling and takes values in [0,1]. When C; approaches the
left end, then multicollinearity exists; while, when it approaches the right end, then
it can be considered non-existent. Although all the above are well established and
frequently used techniques for multicollinearity detection, the criterion that is the
most frequently used in various fields is the Variance Inflation Factor (VIF) (Gujarati
and Porter (2008)) which uses the coefficient of determination for detection purposes
and is formulated as follows:

1 1
VIF;

ITioR T ToL (16

VIF indicates how magnified is the variance of an estimator in the presence of mul-
ticollinearity. When no multicollinearity among variables exists, then VIF; = 1 and
when R;r approaches 1, then VIF; approaches infinity. If VIF; is greater than 5, then

the j* variable is considered multicollinear and is proposed for extraction for a better
result interpretation (Gujarati and Porter (2008)). However, the acceptance range is
subject to requirements and constraints, with most suggesting the acceptance thresh-
old to be equal to 5 or 10. Disregarding its regular usage, VIF lags behind in some
cases. More specifically, as Gujarati and Porter state (2008) “high VIF is neither nec-
essary nor sufficient to get high variances and high standard errors. Therefore, high mul-
ticollinearity, as measured by a high VIF, may not necessarily cause high standard errors”.
Tolerance Limit (TOL) is also a detection measure, closely related to VIF as it is its
denominator. Weisburd and Britt (2013) state that a value under 0.2 indicates severe
multicollinearity.

Lastly, the IND1 indicator proposed by Ullah et al. (2016), can be used for detec-
tion purposes. Its corresponding formula is

IND1; = (R} —1) x (i:i) (1.7)
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and when IND1 i< 0.02, then multicollinearity exists. For more about multicollinear-
ity measures, one can refer to Halkos and Tsilika (2018), and Imdadullah et al. (2016).

When multicollinearity is harmful, then all the aforementioned measures usually
fail to recognize patterns among variables. This occurs as a consequence of model
overfitting. There are several ways to deal with this issue. The most common solu-
tion when such states of multicollinearity exist is to remove the byproduct variables.
However, these methods can be extremely time-consuming and not so trustworthy.
Researchers nowadays tend to prefer the use of dimension reduction techniques
that focus either on variable selection or extraction, either on coefficient penaliza-
tion. Techniques such as Principal Component Analysis and Partial Least Squares
are considered optimal for purpose fulfilment. Alternative approaches such as Least
Absolute Shrinkage and Selection Operator, Ridge, Elastic Net Regularizations, etc.,
have been developed and utilized to address the issue of coefficient penalization
absence and expansion multicollinearity. All these techniques will be thoroughly
discussed in the following Chapters.

1.2 Dimensionality Reduction: The cure to the curse

The curse of dimensionality refers to phenomena that emerge when investigating
and analysing data in high-dimensional spaces that do not occur in low-dimensional
settings. The curse exists because as dimensionality increases, the sample needed
decreases exponentially. The continuous adding of information without increasing
the number of training samples will lead to the dimensionality of the feature space
expanding and eventually to data becoming sparse. In order for the results in a high-
dimensional dataset to be reliable, the dimensionality must grow exponentially with
the available data, which is a rare phenomenon due to data dissimilarities. To ad-
dress this curse, the multicollinearity, and any other potential side issues associated
with BDA, special techniques, namely Dimensionality Reduction Techniques (also
referred to as Dimension Reduction Techniques, DRT; DR for Dimension Reduction)
were developed. The DRT are defined as techniques that converse and project a
high-dimensional space dataset in a low-dimensional space while maintaining un-
altered the variability (information) and properties of the data. Ideally, the proper
utilization of DRTs can lead to the intrinsic dimension of a given dataset; i.e., the
thin line between the maxima variable loss and the minima information lost, that
can acknowledge the observable properties structure and representation of the in-
put dataset. Thusly, it is feasible to have a more effective perception of the data by
“sacrificing” a small portion of its original information. Figure 1.2 gives a brief visual
aspect of how effective the DRT can be in the research area. The left graph illustrates
the original data, while the right graph presents the results researchers retrieve via
DR. In A can be seen, that the experiments have been grouped via the neighbor
retrieval visualizer DRT. This technique also utilizes colors and widths in the com-
ponent boxes to embed the complex information that exists in the original data. A
detailed interpretation of the experiment, one can find in Honeine et al. (2018).
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FIGURE 1.2: The use of a circular link diagram for a visual informa-
tion retrieval interface to a collection of microarray experiments visu-
alized as glyphs on a plane.

Left Figure: Original data. Right Figure: A: Glyph locations have
been optimized by the neighbour retrieval visualizer so that relevant
experiments are close by. For this experiment data, relevance is de-
fined by the same data-driven biological processes being active, as
modelled by a latent variable model (component model). B: Enlarged
view with annotations; each colour bar corresponds to a biological
component or process, and the width tells the activity of the compo-
nent. These experiments were retrieved as relevant for the melanoma
experiment shown in the centre. C: The biological components (nodes
in the middle) link the experiments (left) to sets of genes (right) acti-
vated in them.

Source: Honeine et al. (2018)

Due to the large amount of data existing nowadays, dimension reduction has
become a must-have tool for researchers in order to analyse their data. The bene-
fits that DRT accomplishes prevail over the information loss that requires. Those
beneficial characteristics of DRT can be summarized in eight aspects as presented
below:

¢ Overfitting is avoided by reducing dimensionality. When there are many fea-
tures in the data, the models become more complex and tend to overfit the
training data.

¢ Data visualization. When we reduce the dimensionality of higher dimensional
data into two or three components, the data can easily be plotted on a two-
dimensional (2D) or three-dimensional (3D) plot.

¢ Multicollinearity is addressed by dimensionality reduction. In regression, mul-
ticollinearity occurs when an independent variable is highly correlated with
one or more of the other independent variables. Dimensionality reduction ex-
ploits this by combining highly correlated variables into a set of uncorrelated
variables.

¢ A lower number of dimensions in data means less training time and computa-
tional resources, which improves the overall performance of machine learning
algorithms -Machine learning problems with many features require extremely
slow training. The majority of data points in high-dimensional space are very
close to the space’s boundary. This is due to a large amount of space avail-
able in high dimensions. Most data points in a high-dimensional dataset are
likely to be far apart. As a result, algorithms are unable to train effectively and
efficiently on high-dimensional data.
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* DR is highly suitable for factor analysis. It can be an effective technique for
identifying latent variables that are not directly measured in a single variable
but rather inferred from other variables in the dataset. These latent variables
are referred to as factors.

¢ Dimensionality reduction reduces data noise. DR reduces data noise by keep-
ing only the most important features and removing redundant features. This
will improve the accuracy of the model.

* DR can be used for image compression. Image compression is a technique that
reduces the size of an image in bytes while retaining as much of the image’s
quality as possible. The pixels that comprise the image can be thought of as
image data dimensions (columns/variables).

* DR can be used to convert non-linear data into linearly separable data.

However, even though the beneficial characteristics of DR can lead to robust and
efficient analysis results, they might be disadvantageous too. Improper selection
or implementation of a DRT can potentially lead to significant information loss. The
majority of statistical theories and applications dealing with DR are focused on linear
DR, which in many cases is undesirable or non-existing. Finally, when it comes to
feature extraction, most techniques are a bit “abstract”, meaning they apply a rule of
thumb in order to obtain the new variables. That brings up the question, of which
new variables to retain.

1.2.1 Approaches to DRT

The DR techniques can be classified/categorized based on several criteria. Most
prevailed differentiations between the approaches are:

Linear and non-linear DRT

This distinction is based on data characteristics. When linear relations between vari-
ables occur, then the data is transformed to a low dimension space as a linear combi-
nation of the original variables using linear dimensionality reduction. When the data
is in a linear subspace, the original variables are replaced by a smaller set of under-
lying variables. Such approaches include principal component analysis (PCA), mul-
tidimensional scaling (MDS), partial least squares (PLS), linear discriminant analy-
sis (LDA), canonical correlations analysis (CCA), independent component analysis
(ICA), slow feature analysis (SFA), singular value decomposition (SVD), Neighbor
Retrieval Visualizer (NRV), and sufficient dimensionality reduction (SDR). When the
original high-dimensional data contains non-linear relationships, nonlinear dimen-
sionality reduction is used. The data is represented in a lower dimension while the
original distances between the data points are preserved. Such approaches include
kernel principal component analysis, Sammon’s mapping, local linear embedding,
isomap, Laplacian eigen map, and uniform manifold approximation and projection
are among the most regularly used.
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PCA KPCA

FIGURE 1.3: Linear (PCA) vs non-linear (KPCA) DRT

According to the comparison in the Figure 1.3, KPCA produces an eigenvector
with higher variance (eigenvalue) than PCA. Because KPCA is a circle and PCA
is a straight line for the largest difference of the projections of the points onto the
eigenvector (new coordinates), KPCA has a higher variance than PCA.

Feature extraction and feature selection DRT

Feature (variable) selection methods include algorithms that aim to find irrelevant
and/or redundant variables of a dataset. Then, these variables are removed. A new
dataset has a lower dimension, as it consists of a subset of the variables of the ini-
tial dataset (Guyon and Elisseeff (2003)). In most techniques in this category, all
variables are matched with a value, arising from a criterion. According to its value,
every variable is evaluated and it is decided either on its removal or its selection. The
physical meaning of retained variables does not change at all. Despite the advantage
of interpretability, information captured in interactions and correlations between se-
lected and removed variables is lost (Li and Zeng (2009)). Some popular techniques
of this kind are Information Gain, Relief, Fisher Score, Forward Feature Selection,
Chi-square Test, Backward Feature Elimination, Least Absolute Shrinkage and Se-
lection Operator (Lasso), and Elastic Net (EN). On the contrary, the application of
feature extraction (projection) techniques results in the transformation of a dataset
-data points are projected to low dimensional space. This is achieved with the use
of original variables as elements of combinations that summarize information from
initial variables (Li and Zeng (2009)). This results in the newly generated variables,
(also mentioned as components or latent variables in the literature) being correlated
with the original ones. Among the most applied techniques are PCA, PLS, CCA, and
LDA.
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Original Variables

A SCIEC/ Feature Extraction

Each dot represents a variable

FIGURE 1.4: The impact of Feature Selection and Feature Extraction
on the original variables

As can be seen in Figure 1.4, when in feature selection, an amount of the original
variables are being selected, while when in feature extraction all variables are uti-
lized for the generation of each of the components with different weights. As can be
seen in the graph, the components have different colours; this is due to the fact that
even though each one contains all original variables, some play a more significant
role in the formation of the component than others.

Supervised and unsupervised DRT

The majority of DRT are unsupervised learning techniques. The distinction between
the above categories lies in the existence of supervised information (class labels) or
not. LDA and PLS are considered supervised techniques since the first extracts the
optimal discriminant vectors when labels are available and the latter uses the re-
sponse variable(s) in order to obtain the latent variables of the model. The most
recognized unsupervised techniques are considered to be PCA and kernel PCA,
which try to maintain the data structure without acknowledging the existence of la-
bels. Several other subcategories of supervision also exist, such as semi-supervised
DRT -which learns from both labelled and unlabelled data, linear and non-linear
(un)supervised DRT, etc.

PCR / PCA PLS
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FIGURE 1.5: Unsupervised (PCA) and Supervised (PLS) DRT
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Figure 1.5 compares PCA and PLS regression based only on the first component.
The plot displays the projected data onto the first component against the observa-
tions (original data points) in both models. In both cases, the regressors will use this
projected data as training data. Despite being the most predictive direction, the un-
supervised PCA transformation dropped the second component, i.e. the direction
with the lowest variance. Because PCA is an entirely unsupervised transformation,
projected data have low predictive power on the target. The PLS regressor, on the
other hand, captures the effect of the direction with the lowest variance because it
uses target information during the transformation: it recognizes that this direction
is actually the most predictive. We notice that the first PLS component is negatively
correlated with the target, which is due to the arbitrary nature of eigenvector signs.
A similar example can be found in Pedregosa et al. (2011).

In this Thesis, the unsupervised DR technique PCA is being thoroughly inves-
tigated in various data types on its own and in combination with other techniques;
almost exclusively for modelling purposes.

Chapter 2 documents in detail the theoretical framework behind PCA (Section
2.1) and its supervised equivalent, PLS method (Section 2.2). Both techniques are
considered optimal for feature extraction due to their ability to obtain DR when
high-dimensional datasets are being analysed. A theoretical comparison between
those two takes place, as well as a comparison concerning their benefits and disad-
vantages (Section 2.3). Additionally, a more contemporary approach to DR, through
regularization techniques is also documented in the final part of (Section 2.4).

Chapter 3 mentions criteria and indices implemented in Chapter 4 — Chapter 8
for assessing the power of models resulted through the analyses considered.

The purpose of Chapter 4 concerns the modelling of public pension expenditures
(PPE) of various European countries. For this purpose, the Chapter deals with the
identification, collection, and analysis of variables, which, either short-term or long-
term, may have an impact on the shaping of PPE. A mixture of the Beale et al. (1967)
technique and PCA was implemented to obtain the optimal set of variables for the
modelling of PPE. The analysis focuses on 20 European countries for which a set of
20 possible explanatory variables for the period 2001-2015, were used.

Several works concerning the utilization of PLS as a supervised dimension re-
duction technique have been developed over the years in the field of chemometrics,
among others, for regression purposes. However, PLS can be a challenging proce-
dure, especially in the case of multivariate multiple regression due to data charac-
teristics and complexity. Thus, in Chapter 5 the proposal of Feature Selection PLS
(FS-PLS) takes place. FS-PLS is a PLS-based method that acts as feature selection and
feature extraction technique at the same time and is utilized in linear regression tasks
that involve high dimensional spectral data sets. More precisely, the suggestion to
exploit the regression coefficients that PLS estimates in order to identify and eject the
insignificant predictor variables from the analysis is documented. In such a manner,
we are able to remove the uninformative variables and obtain, in most cases, better
results than classical PLS regression but with a simpler structure. The comparison
of the proposed algorithm with the classical PLS and PCA occurs in both univariate
and multivariate regression scenarios.

When it comes to variable interpretation, multicollinearity is among the biggest
issues that must be surmounted, especially in this new era of BDA. Since even mod-
erate size multicollinearity can prevent proper interpretation, special diagnostics
must be recommended and implemented for identification purposes. Nonetheless,
in the areas of econometrics and statistics, among other fields, these diagnostics are
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controversial concerning their “successfulness”. It has been remarked that they fre-
quently fail to do proper model assessment due to information complexity, resulting
in model misspecification (Lindner et al. (2020)). Chapter 6 proposes and inves-
tigates a robust and easily interpretable methodology, termed Elastic Information
Criterion (EIC), capable of capturing multicollinearity rather accurately and effec-
tively and thus providing a proper model assessment. Performance is investigated
via simulated and real data. EIC can be considered an unsupervised linear feature
selection technique.

Chapter 7 attempts to locate and analyse via multivariate analysis techniques,
highly correlated variables which are interrelated with the Gross Domestic Product
(GDP) and therefore are affecting either a short-term or a long-term shaping. For the
analysis, three variable selection/extraction techniques were used. The case study
focuses on annual data for Greece from the period 1980 to 2018.

The objective of Chapter 8 is the proposal of an innovative approach to flexible
and accurate credit scoring modelling with the use of not only financial but also
credit behavioural characteristics. In addition, we propose a multidimensional re-
duction algorithm in order to divulge the statistically significant variables that pre-
vail and as an extension to create a reliable prediction model for credit scoring based
on the effective combination of PCA and regularization methods. The proposed
novel procedure is applied to the Greek system separately for small and large enter-
prises with the use of a Credit Bureau database with more than 200,000 cases.
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Chapter 2

Review of Dimensionality
Reduction Techniques

2.1 Principal Component Analysis

As mentioned prior, large amounts of data might sometimes fail to perform properly
in data analytics applications and can cause inconsistencies in the interpretation of
the results. In order to overcome this problem, which most likely comes as a result
of the existence of multicollinearity, various DRT were developed. PCA is able to
reduce the number of random variables, -under specific conditions and constraints,
and create a new smaller set of variables based on the original one. Through this
process, it is easier to interpret different statistical tests without losing the accuracy
of the original variables in the sense that these techniques are intended to retain
variation unchanged as much as possible.

The Beale et al. (1967) technique considers a more simplified version of PCA
and is summarized by the following three-step procedure for discarding variables
in multivariate analysis.

1 Locate the minimum eigenvalue and the corresponding eigenvector of the va-
riance-covariance or correlation matrix.

2 Locate the element of the eigenvector with the highest absolute value. This
value corresponds to a variable which will be removed from the model.

3 Repeat the above steps until p-k variables have been removed.

where p is the number of all variables and k is the number of eigenvalues that are
greater than one. However, when a large amount of data is involved or a more
complex multicollinearity structure exists, these techniques lead to model overesti-
mation or underestimation.

PCA is a commonly applied DRT, introduced by Pearson (1901) and Hotelling
((1933), (1936)). It is a multivariate technique in which a data matrix X (X-matrix),
which includes correlated variables, is transformed into a new one. Variables in the
new matrix, also called Principal Components (PCs), are uncorrelated and ordered
so as to contain the variance of the original X-matrix on a declining scale, starting
from the first one. The beneficial property of the new matrix is that most variation of
the X-matrix is compressed in the first few new variables. These variables, the num-
ber of which is selected by the user, form a low-dimension matrix, an approximation
of X that can be used for modelling purposes.

As Varmuza and Filzmoser state (2009) “PCA can be seen as a method to compute
a new coordinate system formed by the latent variables, which is orthogonal, and where
only the most informative dimensions are used.” From a geometrical point of view, an
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X-matrix is projected /mapped to a new space (hyperplane, plane, or line), the coor-
dinate system of which is formed by the PCs, which are oriented in the direction of
maximized variance of data points. “The coordinates of the samples in the new space are
called scores, often indicated with the symbol T. The new dimensions are linear combinations
of the original variables and are called loadings (symbol P).” (Wehrens (2011)).

The PCA of an X-matrix of size n x p is:

X = T,P}

where T is the matrix containing the scores of the samples, P is the matrix contain-
ing the loadings, and superscript T indicates the transpose of a matrix. Subscript p
indicates the number of latent variables that can be computed. However, as only a
few Principal Components are almost always used for modelling since they suffice
to explain most of the variance included in X, the original matrix can be written as:

X = TPl +E

where m, ranging from 1 to p, indicates the number of selected latent variables and
E is the matrix containing the residual error. Geometrically, that is the perpendicular
distance of each point onto the hyperplane formed by loading vectors. These quan-
tities represent the loss of information because of the projection of X data points into
a low-dimension space. Finally, the new, low-dimension matrix can be written as:

X =T,P],

where X indicates the approximation of X, that can be used for modelling purposes
discharged of noise.

2.1.1 Steps to build a PCA model

The first step in PCA is centring data matrix X in order to remove arbitrary bias from
measurements. This is achieved by replacing each x;; element by:
Xij — Xj

where (¥;) indicates the mean value of column j. After this process, in the mean-
centred matrix X, each column has a mean of zero. This technically means that data
points have been moved to the centre of the coordinate system while the distances
between them do not change at all.

In some cases, datasets include variables of different magnitudes, because they
are measured in different units. As a result, some variables have different statistical
weights in the analysis. This problem can be solved by replacing each x;; element

by:

where s; indicates the standard deviation of the jy, variable, a process called scal-
ing. In this way, the final columns in X have a mean of zero and a unit variance,
and it should be noted that in this case the relative distance between data points is
changed. However, if predictors are measured in the same units, scaling could cause
the inflation of noise in uninformative variables (Wehrens (2011)).

The next step is to compute the matrices for Principal Components.
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Singular Value Decomposition

A commonly applied technique to compute scores and loadings is the SVD, accord-
ing to which the mean-centred X-matrix is decomposed as:

X =UDVT

where U is a matrix of size n x n and its columns are the left singular vectors of
X, while V is a matrix of size p X p and its columns are the right singular vectors
of X. Matrices U and V are orthogonal, meaning each column is orthogonal to the
others. Matrix D is a diagonal n x p matrix, where diagonal elements d; are related
to variances of corresponding PCs. These quantities can be computed by:

_ &
=1

Finally, matrices U, D, V, T, and P are related to each other as follows:

X = (UD)VT = TPT

meaning that the matrix of loadings P is set equal to matrix V, while the matrix
of scores T is set equal to matrix [UD].

Eigen Decomposition

In the case of data sets with many original variables, the SV D process is considered
computationally demanding and is avoided. Instead, another method called eigen
decomposition is applied to either covariance matrix X or correlation matrix p(X).
Each element in a covariance matrix represents the covariance between two vari-
ables, a quantity that measures their joint variability of them, and it is computed

by:
cov(Xy, X2) = E[(X3 — E(X71)) (X2 — E(X2))]. (2.1)
Given a data set that includes X1, X», ..., X, variables, the covariance matrix is

symmetric as shown below:

cov(Xy, Xq1) cov(Xy, X2) ... cov(Xq, Xp)
cov(Xp, X1) cov(Xo, Xz) ... cov(Xo, Xp)

cov(X,, X1) cov(Xp, X2) ... cov(Xp, Xp)

Diagonal elements of the X matrix represent variances of variables, since by def-
inition
VIZ}’[Xl] = E[(Xl — E(X]))z] = E[(Xl — E(X]))(Xl — E(Xl))] = COU(X],Xl).

As a result, this matrix is also called the variance-covariance matrix.
However, in PCA, the original X variables are mean-centred and Equation 2.1
becomes:

COU(Xl, Xz) = E[X1X2].
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In terms of a matrix, that includes all p variables, this can be written as E[XTX] and
when the variance-covariance matrix refers to a sample data set, it is equal to the
XTX matrix.

Correspondingly, each element in the correlation matrix represents a correlation
between two variables, a measure of the linear relationship between them, and it is
computed by:

B cov (X1, X2)
cor(Xy, Xp) = V' Var[Xi]\/Var[X,] '

Given a data set that includes Xi, X, ..., X}, variables, the correlation matrix is
symmetric and diagonal elements are equal to one, as shown below:

1 cor(Xy, X2) ... cor(Xy, Xp)
cor(Xa, X1) 1 .. cor(Xa, Xp)
p(X) = : N .
cor(X,, X1) cor(Xp, Xa2) ... 1
since
X;, X; Var|X; .
cor(X;, X;) = coo(Xiy Xi)  _ VarlXi] _

CVarlX]/Var[X)]  Var[Xi]

It should be noted that correlation is independent of the scales of variables, while
covariance is not. This is the reason why the correlation matrix is used when vari-
ables have different measurements; oppositely, the covariance matrix is used when
all variables in X express the same measurement unit. Note that even though the
correlation matrix supposedly handles the differentiation between the unit measure-
ments of the variables, data standardization is highly recommended in the presence
of extreme multicollinearity regardless of the selected matrix.

Finally, the basic elements of the decomposition process are the eigenvalues and
the corresponding eigenvectors, which are related according to the equation:

Xv = Av.

As Cheever (2020) states “In this equation, X is an n-by-n matrix, v is a non-zero
n-by-1 vector, and A is a scalar (which may be either real or complex).Any value of A for
which this equation has a solution is known as an eigenvalue of the matrix X. It is sometimes
also called the characteristic value. The vector v, which corresponds to this value is called an
eigenvector”.

As mentioned above, in PCA the PCs are oriented in directions of maximal vari-
ance of data points. In other words, the method initially aims to find the direction of
a unit length vector p; that maximizes the variance of the score, i.e. the values that
are loaded in vector ¢;. This is equivalent to maximizing the function g:

g =tih

under the constraint p{m = 1 and considering that t; = Xp;. Hence:

g =t = p] X" Xp1. (2.2)

Using Lagrange multiplier, Equation 2.2 can be transformed into:

g =tit1 = pIX"Xp1 — A(pip1 —1). (2.3)
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Taking partial derivatives:
98 _ oo HpiXTXpi — Mpipi — 1)}
8;91 8;71
2XTXP1 — 2/\P1 — 0 =

=0=

(XTX = Al p)p1 = 0 =

XTXpl = /\Pl (24)

From Equation 2.2 and considering Equation 2.4 :
Hh = p](XTXp1) =

ity = pJApr = ApIp1 =

tt = A (2.5)

Similarly, the rest requested directions of PCs can be computed, under the addi-
tional constraint of orthogonality among all of them.

Finally, it is concluded that the directions of PCs are the directions of eigenvec-
tors of covariance matrix XTX. Therefore, loadings matrix P is formed by setting
as columns the eigenvectors of XT7X and they are ordered according to the value of
the respective eigenvalue. Eigenvectors with larger eigenvalues are set first. In this
way, arising PCs, which consist of the columns in the XP product matrix, have a
maximum variance, because their variance is equal to the respective eigenvalue, as
shown in Equation 2.5.

Eventually, the mechanism of eigenvalue decomposition of a set of predictors X,
where variables X; are mean-centered, can be summarized in two steps: The creation
of the covariance or correlation matrix and the computation of its eigenvectors and
eigenvalues. Finally, order the eigenvalues in a declining scale and form loadings
matrix P using the eigenvectors. This matrix can be used to produce scores matrix
T, by setting T = XP.

Choosing the number of Principal Components

The major aim of PCA is dimension reduction. In other words, PCA is applied to
replace the p variables-columns of an X matrix with a smaller number m of PCs,
without discarding a significant amount of information (Jolliffe (2002)). Although
typically p PCs can be computed, it's meaningless to work with all of them. The
crucial question is how many PCs should eventually be included in the PCA model.
The answer is not straightforward, as the analyst should consider a trade-off be-
tween information loss and the insertion of noise. Next, are presented the most
often approaches used to determine the appropriate number of PCs:

¢ Cumulative Percentage of Total Variation
A direct estimate of the appropriate number of PCs can be formed by the in-
spection of the cumulative percentage of the total variation of X, which can
be explained by the inclusion of different numbers of PCs. It should be noted
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that the percentage of variance explained by the i" PC can be computed by the
formula (Wehrens (2011)):

Ai
P
2]’:1 Aj

gi = 100

where A; refers to the eigenvalue of the iy, PC and p the overall number of PCs.
Usually, one selects the first m PCs, which absorb 80% — 90% of initial data
variation (Wehrens (2011)):

m moA;
3" g = 1002

p a
i Li1Aj

Size of variances of PCs

This approach is also called Kaiser’s Rule and is mainly applied in cases where
PCs are generated by the analysis of the correlation matrix. According to
Kaiser (1960), PCs are included in the PCA model as long as their variance
is larger than 1. However, it should be mentioned that in Jolliffe (1972) is sug-
gested a lower variance threshold, a value of 0.7, due to independency condi-
tions and sampling variances. In the PCA of a covariance matrix, a sufficient
threshold is considered the average value of the eigenvalues.

Catell’s Scree Test — Scree graph

It is a graphic way to judge the number of PCs. On the Scree graph, also called
the Scree plot, the proportion of variance explained by each PC against the
rank of each PC is plotted. Usually, the curve that connects the points forms an
elbow-like shape. The point located at its angle indicates the last PC to be in-
cluded in the PCA model (Cattell (1966)). When the eigenvalues drop dramat-
ically in size, an additional PC would add relatively little to the information
already extracted.

Scree plot
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FIGURE 2.1: Catell’s Scree Test
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Figure 2.1 depicts a typical scree graph for a dataset with ten PCs, as well as
a bar graph-like graph displaying the percentage of variation associated with
each PC (value an top of each box). Based on the results, the top 5 or 6 PCs
maintained the required proportion of variance from the original data (~ 85%
- 90%).

There have also been proposed Cross-validation and bootstrap techniques, but
they are not common due to the computational cost, especially when processing
large data sets (Jolliffe (2002)).

Generally, it is recommended the use the first 2 or 3 PCs since they contain a
significant amount of the original information and it is possible to visualize them in
a 2- or 3-dimensional space (Figure 2.2).
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FIGURE 2.2: Visual representation of PCA on a 2D and 3D space
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2.1.2 PCA constructing algorithm step by step in R

Algorithm 1 PCA implementation in R

Input: A data set consisted by a n x p matrix X, where each X; column represents
a variable.

Output: A data set consisted by a p x w matrix, where w < p is the number of the
selected PC.

Step 1: If data set is standardized then move to Step 2, else do:
Xij — Xj
5j
where s; indicates the standard deviation of the j variable.

scaled_data <- scale(data, center = TRUE, scale = TRUE)

Step 2: Compute covariance or correlation matrix (only correlation matrix is dis-
played below rounded with to two first decimals).

1 cor(Xy, X2) ... cor(Xy, Xp)

cor(Xa, X1) 1 oo cor(Xa, Xp)
p(X) = : . .
cor(Xp, Xq) cor(Xp, Xz) ... 1

cor_matrix <- round(cor(scaled_data, method = c("pearson")),2)

Step 3: Compute eigenvalues and eigenvectors

A11 AlZ Ce Aln U1 (%}

A21 Azz e Azn (%) (%]
. . =A

Anl AnZ o Ann Un Un

eigen <- eigen(cor_matrix)
eigenvalues <-eigen$values
eigenvectors <- eigen$vectors

Step 4: Compute the Component matrix.

According to Ntotsis et al. (2020), the methodology for the construction of the
components (uncorrelated vectors) is summarized below:

Let us denote by C; the j" component, A; the corresponding eigenvalue, and v;
the corresponding eigenvector, j = 1,2, ..., m ,where m represents the total number
of original covariates.
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Hence, C; is defined most often with one of the following formulas; However,
other variations have also been proposed (the calculation of the first is presented
below)

Ul] Ul]'

’02]‘ Z)zj
C=\Avi= A | . |or G=—yAv=—/ or Gj=1 .

Z)m]‘ Z)m] Z)m]‘

components <- eigenvectors %x*}, diag(sqrt(eigenvalues))

Step 5: Compute the Principal Component, which can be written as a linear com-
bination between the components and the input matrix.
Each new variable Z]-, j = 1,..,mis a linear function of the components matrix

and the data. We denote by X = {X; ; 3 " the matrix elements of the original

data and by Z i the new covariates, respectively.

Then, for the elements of Z; = (le, . an)T we have:

m
Zi]‘ = ElXZ]C] Vi= 1,,,,,71[]’ =1,..m.

pca_variables <- matrix(0, nrow(scaled_data), ncol(components))
for (i in 1l:nrow(scaled_data)) {

for (j in 1:ncol(components)) {

pca_variables[i, j] <- sum(scaled_datal[i, ] * components[, jl)}}

Step 6: Select the number of optimal PC
* based on Kaiser’s rule:

kaisers_values <- c()
for (i in 1:ncol(scaled_data)) {
if (eigenvalues[i] >= 0.99) {
kaisers_values[i] <- eigenvalues[i]}}
kaisers_comp <-
components[, c(1:NROW(kaisers_values))]
* based on proportion of variance explained
variance_decomp <-
rbind(
Total_Initial_Eigenvalues = eigenvalues,
# eigenvalues
Percentage_Variance = eigenvalues / sum(eigenvalues),
# variability explained be each component
Cumulative_Variance = cumsum(eigenvalues) / sum(eigenvalues))
variance_decomp
M <- #eigenvalue threshold that determine the number of components
var_dec_values <- c()
for (i in 1:ncol(scaled_data)) {
if (eigenvalues[i] >= M) {
var_dec_values[i] <- eigenvalues[i]}}
var_dec_comp <-
components[, 1:NROW(var_dec_values)]
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2.1.3 Assumptions for performing PCA

When deciding to use PCA to analyse data, it must first be ensured that the data
under examination must be compatible with PCA. This is necessary because PCA
can only be used if the data “passes” 5 assumptions that must be met for PCA to
produce a valid result. In practice, checking for these assumptions involves a few
tests as well as some additional thought about the data, but it is not a tough effort.

However, it is not uncommon if one or more of these assumptions are violated
when analysing data. When working with real-world data rather than textbook ex-
amples, this is not unusual. Even if the evidence contradicts certain assumptions,
there is usually a way to work around it. First, consider the following five assump-
tions:

#1: The variables should be measured on a continuous basis (although ordinal
variables are very frequently used). Continuous variables (i.e., ratio or interval vari-
ables) include revision time (measured in hours), intelligence (measured using an IQ
score), exam performance (measured from 0 to 100), and so on.

#2: The available data should be suitable for DR. The existence of adequate cor-
relations between variables in order to reduce them to a smaller number of compo-
nents.

#3: All variables must be related in a linear relation. The reason for this as-
sumption is that a PCA is based on Pearson correlation coefficients, and as such, the
variables must have a linear relationship. With the use of ordinal data for variables,
this assumption is somewhat relaxed (even if it shouldn’t be). Although a matrix
scatterplot can be used to test linearity, this is often considered overkill because a
scatterplot can contain thousands of linear relationships. Thus, it is recommended a
random sampling testing of this assumption between the variables.

#4: Sampling adequacy is needed, which simply means that large enough sam-
ple sizes are required for PCA to produce a reliable result. Many different guidelines
have been proposed. These are primarily differentiated by whether an absolute sam-
ple size is proposed or a multiple of the number of variables in your sample is used.
A prevail rule of thumb that occurs states that a minimum sample size of 100+ cases
is required for sampling adequacy, which can be determined with several methods,
for instance: (i) the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy for
the entire data set, and (ii) the KMO measure for each individual variable.

#5: There should be no notable outliers. Outliers are significant because they can
have a disproportionate impact on the outcomes.

2.1.4 Principal Component Regression

The Principal Component Regression (PCR) is a linear regression method that uses
PCA and a regression step to overcome the weaknesses of Multiple Linear Regres-
sion (MLR). It is applied in case of multicollinearity between the predictors or/and
in case the number of predictors is large compared to the number of available sam-
ples. Then, the X matrix can be decomposed according to PCA and, after determin-
ing the number of PCs retained in the model, low-dimension matrix T is used in
MLR instead of the X matrix. As described in Wehrens (2011):

Y=XB+E~XB+E = (TP")B+E
=T(P'B) + E=TA+ L.
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It is obvious that PCR initially decomposes the data matrix and then replaces it
with scores matrix T in a regression step. Matrix A indicates the regression coeffi-
cients to be computed. The formula for this is:

A= (TTT) 'TTY

as computed in classic Linear Regression when the Ordinary Least Squares Method
is applied. It should be noted that values in the A matrix refer to scores. Matrix B
with the regression coefficients that refer to the original variables of X can be com-
puted by:

B=PA=P(TTT) 'TTY.

2.2 Partial Least Squares Method

In PCA, analysis is applied to the X data matrix. As a result, arising PCs retained in
the model may not contain information related to the dependent-response variables
they are next meant to predict in the regression step. In other words, valuable for
prediction purposes information may be summarized in PCs that are not included
in the PCA model. Partial Least Squares (PLS) is an alternative method that copes
with this deficiency of PCA and, at the same time, achieves dimension reduction. As
stated in Rosipal and Kramer (2005), “It comprises of regression and classification tasks
as well as dimension reduction techniques and modelling tools.” This dissertation explores
PLS in both one-dimensional and multidimensional concepts (i.e., when there is only
one response variable and when there are multiple response variables, respectively).

This method shares the same main idea as PCA: it forms new variables, as lin-
ear combinations of the original, which are uncorrelated. The difference is that they
retain information involved both in X and Y data matrices. So, here, the aim is to
generate latent variables in the direction of maximum covariance between X and Y:
as stated in Wehrens (2011), “PLS explicitly aims to construct latent variables in such
a way as to capture most variance in X and Y, and to maximize the correlation between
these matrices”. However, the algorithm to achieve this goal is a bit more compli-
cated, since both X and Y matrices are analyzed. New latent variables are generated
through an iterative procedure, in every step of which is computed a set of scores
vectors, a set of loadings, but also a set of weight vectors. One vector of each type
refers to the X matrix and the other refers to the Y matrix. Next, follows deflation of
X and Y matrices, so as to subtract the information explained by the computed com-
ponents. Deflated matrices are used in the next iteration of the algorithm to generate
new components. Finally, the user selects the number of components of the X matrix
that will be used. Of course, their number is significantly reduced compared to the
number of original variables, since valuable information is summarized in the first
few PCs.

Geometrically, just like PCA, in PLS, the Y-matrix in addition to the X-matrix is
projected to new spaces, the coordinate systems of which are formed by new latent
variables formed by linear combinations of the original ones as mentioned before.
Latent variables of the X matrix are generated so as to be orthogonal, and as a result
uncorrelated, but this is not necessarily the case for latent variables of the Y matrix.

Partial Least Squares analysis of an X matrix of size n X p and a matrix Y of size
n x kis:

X = TPl
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Y = uszl

where T and U are scores matrices. Again, the i" columns in T and U matrices, are
the coordinates of the samples in the direction of the ith new latent variable, values
arising from the perpendicular projection of each sample onto this direction and are
measured from the origin. P and Q are loadings matrices, and the superscript T in-
dicates the transpose of a matrix. In the PLS model, loadings are vectors used in the
deflation process of sequential deflated matrices generated through the algorithm.
The subscript « indicates the number of latent variables that we usually compute
and is equal to min(n,p,k). Since only the first few components are adequate for the
following modelling purposes, the original matrices can be rewritten as (Rosipal and
Kramer (2005))

X = TP}, +E
Y =U,Q}, +F

where m is a number smaller than « and indicates the number of latent variables
retained in the model. Matrices E and F contain information not explained by the
tirst m selected Components. Eventually, the new, low-dimension matrix can be
written as:

X =T,P]

where X indicates the approximation of X, which can be used for further modelling
purposes.

2.2.1 Steps to build a PLS model

The very first step in building a PLS model is mean-centering columns in matrices X
and Y so that each one has zero mean. Additionally, in cases of variables measured
in different units, scaling should be considered. The reason and technique for mean-
centering and scaling are the same as in the PCA model.

Concerning the computation of scores, loadings, and weight vectors, plenty of
algorithms have been proposed. Some of the most known are named: The Eigen-
vector algorithm, by Hoskuldsson (1988), Kernel algorithm for PLS introduced by
Lindgren et al. (1993), Nonlinear Iterative Partial Least Squares (NIPALS) algorithm
introduced by Wold (1975), Statistically Inspired Modification of the Partial Least
Squares (SIMPLS) algorithm for PLS proposed by De Jong (1993), Orthogonal Pro-
jections to Latent Structures (O-PLS) proposed by Trygg and Wold (2002). The NI-
PALS algorithm is considered to be the most optimal of the above and thus only its
documentation is displayed in the manuscript.

NIPALS Algorithm

The NIPALS algorithm constructs the PLS model’s matrices in sequential steps. In
every step, the X-scores vector, denoted by t and results from the projection of the X-
data matrix on the direction of the new latent variable, is about to be constructed in
X data space. Y-score vector, denoted by u, arises alike. These directions are defined
by weight vectors w and c, respectively. Mathematically, this can be written as:

t = Xw
u=7Yc/(cTc).
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Directions of the w and c vectors are found so as to maximize the covariance
between score vectors t and u, a value proportional to the quantity tTu. An additional
constraint on unit length weight vectors is applied. To sum up, the problem to be
solved can be written as (Rosipal and Kramer (2005)):

max{cov(t,u)} = max{tTu} = max{(Xw)"Yc} = max{wTXTYc} (2.6)

In every step, the computation of weights and scores is followed by the deflation
of X and Y matrices. This process is based on p and g loadings of X and Y matrices,
respectively, computed as:

p = XTt/(t7t)
g=YTu/(uTu).
Actually, there are several variations on how to run deflation. The choice de-

pends on the aim of PLS modelling. Wold (1975) initially proposed to deflate matri-
ces as follows:

Xnew = Xold - tPT
Yiew = old — un-

This version of deflation of Y is used when the PLS model is built to reflect re-
lations between matrices of variables and the algorithm is called PLS modelling. In
case a PLS model is built for prediction, the algorithm is called PLS, when there is
only a one-dimensional Y response variable to be predicted (univariate case), and
M-PLS, when Y, like X, is multidimensional (multivariate case). These variations
run deflation as follows:

Xiew = Xotg — tpT

Yoew = Yo1q4 — btcT
where

b=uTt/(t¢). 2.7)

When the c vector is not scaled to have a unit length (and this is most frequently
the case), as shown below, b is equal to one (Hoskuldsson (1988)):

uTt =cTYTt/(cTe) = cT(YTt)/(cTc) = cTe(t7t) /(cTc) = £t (2.8)
and from Equation 2.7 and Equation 2.8
b=uTt/(£TH) = 1Tt/ (17t) = 1.

In the following, the ¢ vector is not supposed to be scaled, so b is considered
equal to one. Because of this, deflation of the Y matrix becomes:

Ynew = Told — teT.

Once deflation is completed new matrices X0y and Yeq, also called residual ma-
trices, are analysed in the next step so that the next latent variable can be extracted.



26 Chapter 2. Review of Dimensionality Reduction Techniques

2.2.2 Pseudocode for univariate PLS

With this in mind, the procedure for the PLS version can be described as follows:

Algorithm 2 Pseudocode for PLS

Input: A n x p X-matrix and a n x 1 Y-matrix where each X; column represents an
explanatory variable.

Output: Vectors t, p, w and c.

Step 1: Set the vector u as the Y column, the unique vector of response variable
Step 2: Compute X weight: w = XTu/(uTu)

Step 3: Scale w to be unit length vector, ||w|| =1

Step 4: Compute X scores: t = Xw

Step 5: Compute Y weight: ¢ = YTt/ (tTt)

Step 6: Compute X loadings: p = X7t/ (t7t)

Step 7: Deflation process: Xjep = X — tpT

Step 8: Set X = X;op and go to step 2

The maximal number of such components that have non-zero covariance with Y
is min(n — 1, p), where n the number of samples and p the number of variables in
X-matrix (Boulesteix and Strimmer (2006)).

The way the weight vectors are found ensures that these give the solution to the
problem formulated in Equation 2.6. To prove that we can use the fact that non-
deflation of the Y matrix does not influence the results. Further, let us denote as
XT the residual matrix that is going to be used for the construction of the i’ latent
variable. For this i dimension we denote as w,_; the weight vector of (n — 1)
iteration of steps 2 to 6 before the convergence and as w, the weight vector of n'"
iteration before the convergence. Then, as stated in Hoskuldsson (1988), the weight
vector can be analysed as:

Wy = XTup_1/ (U] _qup_1) =
= X1/ (u)_qup—1)(c]_jcno1) =
= XZTYYTt”_l/(Ml—lu”—1>(C;—lcﬂ—l)(tl_ltn—l) -

= X]YYTXjwy 1/ () _qun—1)(cy_16n-1)(tg_1tn—1).
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Considering that the it" latent variable takes s iterations till convergence is achieved,
then we can conclude that ws and ws_; do not differ significantly. So, by previous
equation vector w is eigenvector of matrix XJYYTX;.

Accordingly, we can find that ¢ is the eigenvector of matrix Y7 XiXiTY (Hoskulds-
son (1988)):

cn = YT, /(thty) =
= YT Xw,/ (thty) =
= YTXiXZ.Tun_l/(t;tn)(ulflun_l) =
= YTX; XTYcu1/(thtn) () _qtn—1)(c)_qcn1)-

Eventually, ws; and ¢, are the first eigenvectors that correspond to the largest
eigenvalue of Xl.T YYTX; and YT XiXiTY matrices, respectively. Therefore, from SVD
properties, these vectors maximize the quantity of interest in Equation 2.6.

Furthermore, PLS latent variables not only explain maximum covariance be-
tween X and Y but also are mutually orthogonal. The retrospective relation between
residual matrices of the PLS model will help to prove it (Hoskuldsson (1988)).

Xj=Xj1 —tiaply =

= Xjo1 — Xjaawjat]_ Xja/(t_4tji1) =
= Xj 1[I - wj—lt},lxj—l/(t;‘t]tj—l)] =
= [Xj2 = tiap] oI —wjat]  Xjoa/(H_4tj-1)] =

= [Xjo2 = Xjawjat] ) Xj o/ (H_ytj2)][I — wjat] 1 Xj1/ (4] 1tji1)] = ..

= [Xi = Xjwit[ X;/ (¢ ti)] ... [T — wjat] o/ (¢ otj2) /] — wjoat] 1 Xjoa/ (E_tj-1)]-
Next, the proof of orthogonality between scores vectors follows:
Let indices i and j denote now two different directions of extracted latent vari-

ables (suppose i < j). From the retroactive relation above, we can write (Hoskulds-
son (1988)):

X] = [Xl' — Xiwit;Xi/(t;’rti)]m[I — wj—Zt},z/(t},Qtj—Z)]
[ —wjat] 1 Xj1/(t_1ti1)] =
= [Xi — Xjwit] Xi/ (1)) Z

where Z some matrix.



28 Chapter 2. Review of Dimensionality Reduction Techniques

Further,
HXj =1 [X; — Xiwit] Xi/ (1)) Z =
= t;er — (thlwltlTXl)/(fthz) =
(2.9)
=t X; — ()] X/ (1] 1) =
= t;er - t;rXZ — O'
Consequently,

T, — 4T Yoy, —
tt; = 1 Xjw; = 0.

This means that score vectors are mutually orthogonal and as a result uncorre-
lated, a very significant property.

When the whole process of extracting latent variables is completed, the involved
t scores vectors, p loadings vectors, w and c weight vectors are combined as column-
vectors and form respectively T scores matrix, P loadings matrix and weight matri-
ces Wand C.

However, frequently, for interpretation purposes, another matrix is being com-
puted:

R=W(PTW) L

The need for R arises because derived weight scores do not refer to the original
matrix X and its original variables, but to the sequential deflated matrices X;. On the
contrary, each column vector in the R matrix expresses the weights of the original
variables of X at the corresponding dimension (Wehrens (2011)). Algebraically, is
the generalized inverse of matrix PT, which is singular, and it is

T = XR.

2.2.3 Pseudocode for multivariate PLS

M-PLS is a more computationally complex procedure, compared to PLS, and can be
described by the following pseudocode:

Algorithm 3 Pseudocode for M-PLS

Input: A n x p X-matrix and a n X k Y-matrix where each X; column represents an
explanatory variable and Y; represents a response variable.

Output: Vectors t, p, w and c.

Step 1: Set the vector u as the first or any other column of Y
Step 2: Compute X weight: w = XTu/(uTu)

Step 3: Scale w to be unit length vector, ||w|| =1
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Step 4: Compute X scores: t = Xw
Step 5: Compute Y weight: ¢ = YTt/ (tTt)
Step 6: Update u scores vector: u = Yc/(cTc)

Step 7: Test convergence of ratio v = ||to1g — tnew!| /|| fnewl|

» If v > ¢, go to step 2 (where € set to a number between (1078,107) for in-
stance)

e Ifv <e gotostep 8
Step 8: Compute X loadings: p = XTt/(t7t)
Step 9: Deflation process: X;ep = X — tpT and Yyery = Y — tcT

Step 10: Set X = X0 and Y = Y}, and go to step 2

The way ¢ scores are derived implies that they also contain information about Y.
As a result, they are also good predictors of Y (and that is the reason that deflation
of Y matrix is done by subtracting tcT = ttTY/(t7t), where t7Y/(¢7t) is the OLS
estimate v of coefficient in regression Y = tv).

At this point, it should be mentioned that in Wold et al. (2001) it is supported that
deflation of Y matrix is optional, since, as it is stated there “the results are equivalent
with or without Y-deflation”.

2.2.4 Partial Least Squares Regression

Partial Least Squares Regression (PLSR) is a linear regression method that uses PLS,
as a method of extracting latent variables and a regression step. It is used when
Multiple Linear Regression is impossible to give a solution to a regression problem
or its solution is not stable. Typical situations include collinear predictors and/or
the need for dimension reduction. Then, PLS or M-PLS can be applied to X and
Y matrices, depending on the dimension of Y. The PLS model with the selected
components is then used in regression:

Y=XB+E~XB+E=(TP")B+ELE
=T(PTB)+E=TA+E.

The above regression scheme, as presented in Wehrens (2011), is identical to PCR.
The difference lies in the computation of scores, which takes into account the re-
sponse variable(s). Regression coefficients are again computed using the Ordinary
Least Squares Method.

A= (TTT) 'TTY.

In PLS A and E are column vectors, while in M-PLS they are matrices, where the
number of their columns is equal to the number of response variables, exactly like
MLR. Matrix B with the regression coefficients that refer to the original variables of
X can be computed by the fact that the inverse matrix of PT is R:
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B=RA=R(TTT) 'TTY.

Note: In NIPALS, algorithm loading vectors p are not mutually orthogonal as scores are.
However, it is interesting that in Martens and Naes (1989) it has been proposed another algo-
rithm that generates orthogonal loadings instead, and it is shown that regression coefficients
are the same as those resulting from PLSR (Helland (1988)).

2.3 Limits and extensions of PCA and PLS in the modelling
process

Researchers must be conscious of the DRT they choose, which must be selected
based on data characteristics and peculiarities in addition to the desired outcome
(i.e., the actual purpose) of the analysis. PCA is an unsupervised technique mean-
ing that only X-matrix is analysed, while PLS is considered supervised since the
response variable affects the formulation process of the components.

When in PCA, columns in matrix T are independent. As a result, the matrix TTT
is numerically stable, and therefore, the consequences of collinearity in estimating
regression coefficients are eliminated. Furthermore, since dimension reduction is
achieved by selecting only m out of p PCs to retain in the PCA model, the complex-
ity of the final regression model is significantly optimized. PCs can be used to create
informative visualizations of multivariate datasets and in addition, they can be com-
bined with other (supervised) methods, where PCA can be used to pre-process the
dataset. Unlike many unsupervised methods, PCA can be applied even when the
number of available samples is lower than the number of regressors in a dataset.
However, like the majority of feature extraction techniques, PCA arises with some
critical issues. Most importantly, the coefficients arising from the regression step of
PCA refer to new variables. Therefore, the interpretability of the original variables is
lost in the process of creating the new PCs. Additionally, the transformation of orig-
inal variables to PCs can cause the loss of vital information, especially for prediction
purposes. Lastly, the selection of the optimal PCs to be retained for the modelling
process model is subjective, meaning the probability of model overfitting or under-
fitting is unpredicted.

PLS and PCA when modelling, share the same main philosophy as regression
methods; therefore they present similarities when compared. As shown, utilized
score vectors in PLS are mutually orthogonal and thus uncorrelated. As a result,
they can replace correlated predictors in regression and they can effectively lead to
the estimation of coefficients. Because of the mechanism that generates the T ma-
trix, the information compressed in it is directly related to response variables. This
means that PLS can also deal with noisy data. Additionally, when concerning big
data analysis without collinear variables, dimension reduction achieved by PLS can
beneficially reduce model complexity. In that sense, PLS (PCA, and other DRT5) are
helpful when graphical representations are used to get a “big picture” of the data
by giving a better understanding of the structure. PLS successfully deals with the
“small n large p” problem, a situation that other supervised methods cannot over-
come. This situation is very common in regression analysis of biological, chemical,
and other scientific problems in which PLS consists of one of the optimal choices.
Furthermore, a large number of predictors are also associated with a phenomenon
called over-fitting. PLS has been proven to be able to handle multivariate modelling
while performing variable extraction. Another beneficial characteristic of PLS is that
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in the case of a full rank X-matrix, the PLS model that includes as many latent vari-
ables as columns in X gives an identical solution as the MLR model. However, in the
case of correlated original predictors, as is most commonly the case, MLR regression
predictors are misleading due to multicollinearity. On the contrary, PLSR regression
coefficients are shrunk estimates and thus more robust, leading to better predictions.
A multidimensional Y matrix is analyzed in different ways in two methods. In MLR,
a linear regression model is produced for each response variable and the estimates
of the regression coefficients are different in the generated models. In PLS, in the
case of correlated responses, the variation M-PLS can be applied and one regression
model is produced. Hence, regression coefficients are common for all Y variables.
Besides the fact that in this way the analysis is completed very fast, the relations
between the response variables play a significant role in the definition of regression
coefficients. However, in cases there is no correlation between response variables,
individual PLS models are a more appropriate choice.

The main drawback of the PLS method is that the regression coefficients esti-
mated by the regression step of PLS need an extra process, so as to refer to the orig-
inal variables. Additionally, the magnitude of summarized information, eventually
used for predictions may depend on the user and the interpretation of methods that
help choose the retaining components.

PCA and PLS are dimension reduction techniques based on the same main idea:
the aim is to construct latent variables that summarize as much as possible data in-
formation and achieve dimension reduction by using the most informative of them.
Despite their similarities, methods differ in the following;:

* PCA achieves its purpose with a simple one-step algorithm and produces el-
ements, meaning scores, and loadings, which refer to the original variables.
On the other hand, PLS make use of iterative procedures, so scores, weights,
and loadings refer to sequential deflated matrices, which impede their direct
interpretation.

e Furthermore, “in PLS dimension reduction and regression is performed simultane-
ously as referred in Yeniay and Goktas (2002). In contrast, the implementation
of the low-dimension matrix, resulting from the PCA of an X-matrix, in a re-
gression scheme is a different step.

¢ Technically, they differ in the optimization problem they aim to solve in or-
der to extract these latent variables. PCA derives variables by maximizing the
information of the X-matrix that is explained, while PLS maximizes the covari-
ance of X and Y matrices that is explained.

¢ Their main difference when occupied in regression problems is that PLS in-
volves also information in Y to model the data (supervised method), while
PCA is independent of responses (unsupervised method). There is no guar-
antee that the directions that best explain the predictors will also be the best
directions to use for predicting the response. However, Artemiou and Li (2009)
proved that when PC are used as predictors in a regression, then:

P(cor*(Y, Zy) > cor*(Y,Zy)) >1/2  Vk<n.

¢ The next statement is directly related to this difference: “Because PLS com-
ponents are developed as latent variables possessing a high correlation with Y, the
optimum number of PLS components is usually smaller than the optimum number of
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PCA components in PCR” (Varmuza and Filzmoser (2009)). It is expected that
the PLSR model will perform better, because it includes information coming
from the overall system of variables that are being modelled, and not from
a part of it, meaning the part of the system that defines matrix X. This has
the advantage of fewer factors to interpret and minimization of computational
cost. In Yeniay and Goktas (2002) it has been proven that PLSR models are
most parsimonious and have higher predictive accuracy.

* When multivariate Y is about to be predicted, PCR will run multiple regression
steps, one for the prediction of each response variable, using the same Princi-
pal Components for all. On the contrary, PLS has a variation, M-PLS, that is
appropriate for dependent response variables. In this case, the same latent
variables will be used for simultaneous prediction of them. The way they are
generated implies that relations between Y responses are taken into account,
leading to a better illustration of the whole investigated system. However, in
the case of independent variables, separate PLSR models perform better; “A
single PLSR model tends to have many components and be difficult to interpret" (Wold
et al. (2001)).

¢ Generally, PCR and PLSR result in different regression coefficients. However,
when adding components, models tend to become more similar (Boulesteix
and Strimmer (2006)).

24 Review of regularization methods

In statistics, econometrics, and machine learning, among other fields, regularization
methods are considered optimal for parsimonious model creation when an immense
number of variables are involved. The use of such methods addresses the problem
of model over-fitting by imposing a low predictor coefficient value when it is sparse
- and by expansion can be exploited as variable selection criteria - and secondly can
sustain the significant estimates in the presence of multicollinearity.

Regularization is a collection of techniques that can help avoid overfitting in the
training set of statistical modelling and convolutional neural networks, improving
the accuracy of deep learning models when they are fed entirely new data from the
problem domain. Some of the most common regularization techniques are the Man-
hattan and Euclidean distances -L! and L?, respectively; dropout, early stopping,
and data augmentation.

A good model has the ability to generalize well from the training data to any data
from the problem domain; this allows it to make good predictions on data that the
model has never seen before. To define generalization, consider how well the model
has learned to apply concepts to any data rather than just the data it was trained
on during the training process. On the other hand, if the model is not generalized,
an overfitting problem arises. Overfitting occurs when the model performs well
on training data but fails when applied to testing data. It even detects noise and
fluctuations in the training data and learns from them.

The most prevalent types of regularization are Ridge, Lasso, and their aggrega-
tion, Elastic Net Regularization (ENR). These techniques are based on norms and
are particularly useful tools to mitigate the issue of multicollinearity since they are
subject to the premise that smaller weights result in simpler models, which helps to
avoid overfitting. To obtain a smaller matrix, these techniques include a "regulariza-
tion term" in addition to the loss in order to obtain the cost function. For the use of
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regularizations, two tuning parameters are computed. Firstly, the mixing parameter
a € [0,1], which combats over-fitting by constraining the size of the weights. Sec-
ondly, the non-negative regularization parameter A minimizes the prediction error
(MSE) by controlling the model’s regularization magnitude.

2.4.1 Tikhonov regularization

Ridge, which was developed by Tikhonov (1943, 1963), manages to shrink the model’s
complexity while preserving all variables involved by minimizing the coefficients of
the insignificant variables (see also Perez-Melo and Golam-Kimbia (2020)). When in
Ridge, « = a; = 0,A = A, and the penalty function for the §; coefficient of the jy,
variable can be expressed:

P (1Bj]) = Ar x B7. (2.10)

2.4.2 Lasso regularization

On the contrary, Lasso, initially introduced in geophysics but popularized in statis-
tics by Tibshirani (1996), manages to shrink the model’s complexity by setting equal
to zero all the insignificant coefficients and by dropping the corresponding variables.
Therefore, it can also act as a variable selection technique that makes the model more
interpretable. When in Lasso, « = &) = 1, A = A}, and the penalty function for the §;
coefficient can be expressed:

Pa (IBjl) = Ar X |Bjl- (2.11)

2.4.3 Elastic Net regularization

Ridge regression tends to shrink the high collinear coefficients towards each other,
while Lasso picks one over the other. To manage both simultaneously, the ENR
was developed as a compromise between the two, in an attempt to shrink and do
a sparse selection simultaneously by mixing Lasso’s and Ridge’s penalties (Hastie
et al. (2001)). The EN linearly combines two LF metrics and, more precisely, the
Manhattan and Euclidean distances - L' and L? penalties respectively, of the Lasso
and Ridge methods (Zou and Hastie (2005)). This capability allows tuning both «
and A parameters at the same time. Tuning parameter &« = ., € [0,1] and when in
ranges endpoints, then Ridge and Lasso’s regularizations arise respectively. In the
case of Elastic Net tuning parameter A is denoted as A.,, while the corresponding
penalty function for the f; coefficient can be expressed as:

1_0Cen

Prata1B) = Aer % (252 + nulfy]). 1)
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LASSO RIDGE ° ELASTIC NET

L1 Norm L2 Norm L1+L2 Norm

FIGURE 2.3: Geometric projection of L1 and L2 Norms’ penalty terms
in the space of the model parameters

In Figure 2.3 B is the OLS solution in all three graphs. A solid shape represents
the constraint region: the square represents Lasso; the circle represents Ridge, and
the rectangle with curved edges represents the Elastic Net regression.

The ellipses represent the error contours. The constraint regions will include  if
the penalty is small or zero (i.e.,, A = 0). The ellipses centred on j3 represent constant
RSS regions, and values on a single ellipse have the same value as RSS. The RSS
increases as we move away from the OLS coefficient estimates.

The Lasso, Ridge, and Elastic Net regression coefficient estimates are represented
by red points where the ellipse touches the constraint region. When the constraint
region is a square, the ellipse will intersect it on one of its axes. A constraint region
that is a circle, on the other hand, will almost never touch the ellipse at an axis (and
none of the coefficients will be zero). Elastic Net is a Lasso-Ridge hybrid regulariza-
tion, and its ellipses will not touch the constraint region at the axis but may come
very close. However, the accuracy of one model based on test data is not guaran-
teed to be greater than the accuracy of the other model based on test data. Hence,
their utilization is not so frequent. The shrinkage of the three models varies sig-
nificantly: The coefficients in ridge regression are reduced by the same proportion,
whereas in lasso regression, the coefficients are shrunk towards zero by a constant
amount (A/2). Any coefficient less than A /2 is set to zero. An Elastic Net will fall
somewhere in the middle.

The disadvantage of this method is that it can be computationally time-consuming
due to all the possible ., values (Liu and Li (2017)) that need to be considered, es-
pecially when the case requires the procedure to be repeated as many times as the
number of variables involved. In order to resolve this issue, along with the ones
arising from standard measures of multicollinearity, a new robust criterion will be
proposed in Section 6 as a specialized advanced regularization method.

2.4.4 Data augmentation

The objective of DRT is not only to reduce the dimension of the problem under study,
but also to correct the dimension, i.e., to seek the dimension that leads to the best
solution to the problem. Data augmentation (DA) can be considered as a dimen-
sion "correction” technique that reduces overfitting by "collecting" (producing) new
data. Data augmentation is a regularization technique that is commonly used for
image classification, signal processing, time series, and speech recognition, among
others. The DA is closely associated with oversampling when it comes to data anal-
ysis. Rearranging components of real data to create synthetic signals is a frequent
DA technique in signal processing, while in time series analysis, block bootstrap
augmentation is a preferred DA approach.
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In image recognition, DA is implemented for artificial generation of additional
data from the existing training data by making minor changes to the image, such
as rotation, flipping, cropping, or blurring a few pixels, and this process generates
more and more data. The model variance is reduced by using this regularization
technique, which reduces the regularization error. DA can usually be found in the
area of machine learning the training purposes. Augmentation has the potential to
increase the amount of relevant data in a dataset and hence it is an optimal way to
“feed” information to the neural network in order to train it. The most common
augmentations have been presented below with an image illustration. In Figure 2.4
the implementation of these augmentations takes place on two images of a cat.

e i. Flip
Images can be flipped horizontally and vertically. Vertical flips are not sup-
ported by all frameworks. A vertical flip, on the other hand, is equivalent to
rotating an image by 180 degrees and then performing a horizontal flip.

* ii. Scale
The image can be scaled inward or outward. The final image size will be larger
than the original image size as you scale outward. Most image frameworks
extract a section of the new image that is the same size as the original image.

e jii. Crop
Unlike scale, in this case, sampling of a section of the original image takes place
at random. This section is then resized to the original image size. This is com-
monly referred to as random cropping. The differentiation between approach
and scaling can be seen in Figure 2.4.

¢ iv. Rotation
One important aspect of this operation to keep in mind is that image dimen-
sions may not be preserved after rotation. If the image is square, rotating it at
right angles will keep the image size intact. If it’s a rectangle, rotating it by 180
degrees will keep the size the same. The final image size will change as the
image is rotated at finer angles.

¢ v. Translation

The translation is simply moving the image along the horizontal and/or the
vertical axis. This approach is a bit more complex than the others, since if the
input image is the original (unedited) one, then it is impossible to move be-
tween the axes. The most simple way to resolve this issue is to remove the
background of the image and only keep the target point (in this scenario, the
cat), and train the edited image. In Figure 2.4 the assumption that the input
image has a white background beyond its boundary and translates it accord-
ingly. Because most objects can be found almost anywhere in the image, this
method of augmentation is extremely useful. This forces the neural network
to search in every direction.
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Image A flipped 90°
and 180° clockwise
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FIGURE 2.4: Image data augmentations

Image A scaled outward
by 20% and image B by
70%

2.4.5 Early stopping

It is a cross-validation strategy in which one part of the training set is used as a
validation set and the model’s performance is measured against this set. As a result,
if the model’s performance on this validation set deteriorates, training on the model
is halted immediately.

The basic idea behind this technique is that after each iteration of fitting a neural
network on training data, the model is evaluated on unseen data or the validation
set. So, if performance on this validation set decreases or remains constant over time,
the model training process is terminated. This technique is used to address the issue
of overfitting in the model.

2.4.6 Dropout

Another popular regularization technique that is frequently used in neural networks
is dropout. It essentially means that during neural network training, randomly se-
lected neurons are turned off or "dropped.” In DR, variational dropout has been
proposed as a feature selection technique because it works by assigning ranks to
features. This procedure generates a "network" that contains only the important fea-
tures, i.e., those with a low dropout rate.

Because in dropout, the dropping happens randomly for different units on each
layer, each iteration can be viewed as a different model. This means that the error
would be the average of all model errors. As a result, averaging errors from dif-
ferent models, particularly if those errors are uncorrelated, reduces overall errors.
In the worst-case scenario, where errors are perfectly correlated, averaging across
all models will be useless; however, it is known that errors have some degree of no
correlation in practice. As a result, generalization errors are always reduced.
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FIGURE 2.5: Dropout regularization for dimensionality reduction

Figure 2.5 displays how a dropout mechanism can be used as a feature selection
DRT in a neural network-like graph. (A) illustrates a standard neural network with
two hidden layers, and (B) illustrates an example of a thinned network produced by
dropout, with the red units to signify the dropped variables.
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Chapter 3

Model Assessment Criteria

3.1 A guide to evaluate the DRT models

In order to assess the models that the aforementioned methods (among others) gen-
erate, several criteria and indices have been developed. In this section the discussion
about the model assessment criteria that were utilized throughout this thesis, takes
place.

The selection of the optimal number of latent variables to retain in a PLS model
is determined on the basis of the following criteria:

* Wold’s R criterion: It is a criterion specially designed to evaluate PLSR models
by comparing the contribution of a new extracted variable with the previous
one, to the predictive ability of the model. For this purpose, a cross-validation
technique is involved to compute the Predicted Error Sum of Squares (PRESS)
statistic and WR ratio as follows (Li et al. (2002)):

 PRESS(m +1)
WR = —PRESS(m)

where m denotes the number of retained latent variables in the model. The
inclusion of the latent variable that makes WR greater than one, terminates the
construction algorithm and the production of new latent variables. The first m
of them are then included in the model.

¢ Adjusted Wold’s R criterion: In this permutation of Wold’s R criterion the ratio
WR is compared to the values 0.90 (WRS;?]-O) and 0.95 (WRS;;) rather than 1, as
in the original version. As it has been proven in Li et al. (2002), these variations
give better results due to sample variability.

In many cases, when researchers deal with high dimensional datasets, variable
selection leads up to the construction of a PCA/PLS model, in order to remove in-
significant variables at a preparatory level. As a result, the production of sets of
models that differ in the number of predictors they arise from and also differ in
terms of complexity occurs. The selection of the optimal model can emerge from var-
ious model selection criteria (Faraway (2002)). The most frequently utilized criteria
that one can use when in PCA, PLS, and similar techniques have been documented
below:
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3.1.1 Coefficient of Determination — R?

It expresses the percentage of the explained variability in the response variable and
it is computed by:

S v/ {(/
P i —9)?
where n refers to the number of available observations and p to the number of
retained components. It varies from zero to one, and higher values indicate more
sufficient model performance.

3.1.2 Adjusted Coefficient of Determination — Rg dj
It is a modification of the R? criterion that penalizes models of higher complexity. It
is computed by:

[ (n—=1)

2 —
S =1 )

(1-R?)

3.1.3 Akaike Information Criterion — AIC

This criterion can be considered as the relative amount of information lost by the
candidate model: the less information lost, the higher the model’s quality. In other
words, AIC approximates the quality of a candidate model relative to each of the
other candidate models for the data. As mentioned above, the task is accomplished
by combining a criterion that minimizes the loss of information with a maximum
likelihood estimation method (Akaike (1974)). More specifically, AIC is based on the
log-likelihood function and is defined as:

AIC, = —2(maximum log-likelihood) + 2p

where p represents the dimension of the vector-parameter . The optimal model
is the one with the lowest AIC value.

3.1.4 Bayesian Information Criterion — BIC

BIC is a model identification procedure based on information theory but set within
a Bayesian context. It is an evaluation criterion for models estimated by using the
maximum likelihood method. BIC can be considered as an estimate of a function of
the posterior probability of a model being true, under a certain Bayesian setup, so
that a lower BIC means that a model is considered to be more likely to be the true
model (Schwarz (1978)). BIC is given by

BIC, = —2(maximum log-likelihood) + plogn

where p represents the dimension of the vector-parameter 6 and 7 is the number
of observations.

3.1.5 Modified Divergence Information Criterion - MDIC

The Divergence Information Criterion (DIC) proposed by Mattheou et al. (2009)
constitutes a modelling generalization of AIC, based on the Basu, Harris, Hjort, and
Jones (BHH]J) divergence measure (Basu et al. (1998)). The DIC family of procedures,



3.1. A guide to evaluate the DRT models 41

like AIC, is an asymptotic approximation as the sample size increases and offers an
alternative based on the so-called divergence measures (Toma (2014)). Let us con-
sider the Modified Divergence Information Criterion (MDIC), a modification of the
DIC proposed by Mantalos et al. (2010). MDIC can be viewed as an approximation
of the expected overall discrepancy, which based on the BHH] measure, evaluates
the distance between the true and the fitted models. If the model with the smallest
estimator of the expected overall discrepancy is chosen, then it is possible to end up
with a model with an unnecessarily large number of variables. Thus, the Modified
Divergence Information Criterion is a criterion comparable to the AIC. The MDIC
formula is given as:

MDIC, = nMQ; + (271) " (14 a)?*5p
where, for fy(-) being the (candidate) model
* pis the order of the model or the number of variables involved,
[ ] 1 "
> (falxi)"],

i=1

MQy = ~[(1+ )5

e 0 is a consistent and asymptotically normal estimator of the parameter vector

0, and

e x € (0,1) is the positive index, often chosen to be equal to 0.25.

3.1.6 Root Mean Square Error of Cross Validation - RMSECV

This measure involves cross validation to give an estimation of the variation/ diver-
gence of the predicted values from the true values of unseen observations, in lack of
available data that could be used as a test set. The criterion uses the cross-validation
approach and its value is computed as:

RMSECV =

where §;; is the estimation of y;;, N; is the number of observations in the jt" fold
and k is the number of folds in cross-validation procedure. Lower RMSECYV values
indicate better predictive capacity of the compared models.

3.1.7 Stepwise Regression — step

Stepwise regression is a method of fitting regression models in which the selection
of predictive variables is done automatically. Each step considers a variable for ad-
dition to or subtraction from the set of explanatory variables based on some prede-
termined criterion. This is typically done in the form of (i) forward selection, which
entails starting with no variables in the model, testing the addition of each variable
using a chosen model fit criterion, adding the variable (if any) whose inclusion gives
the most statistically significant improvement in the fit, and repeating this process
until none improves the model statistically significantly, (ii) backward elimination,
which entails starting with all candidate variables, testing the deletion of each vari-
able against a chosen model fit criterion, deleting the variable (if any) whose loss re-
sults in the least statistically significant deterioration of the model fit, and repeating
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this process until no more variables can be deleted without a statistically significant
loss of fit, and so on and (iii) bidirectional elimination, a combination of the above,
testing for variables to be included or excluded at each step.

The common practise of fitting the final selected model followed by reporting
estimates and confidence intervals without adjusting them to account for the model
building process has prompted calls to abandon stepwise model building entirely
or, at the very least, to ensure model uncertainty is correctly reflected. Alternative
model selection techniques, such as, Rﬁ dj (stepRﬁ dj), AIC (stepAIC), BIC (stepBIC),
DIC (stepDIC), etc., can be utilized from stepwise regression.

3.1.8 Correlation-Based Feature Selection — CFS

A correlation-based Feature (variable) Selection, denoted by CFS (Hall (1999)), can
be used as an alternative approach for DR. The CFS is a measure that evaluates
subsets of variables on the basis of the following Hall’s hypothesis:

An optimal variable subset includes uncorrelated independent variables and si-
multaneously high correlations between each variable with the dependent variable.
If such correlations are available, then the merit of a variable subset S consisting of
N variables is defined as:

Nvx
VN+ NN - 1)ixx

where Meritg,, is the correlation between the summed independent variables and
the dependent variable, N is the number of variables, ryx; is the average of the cor-
relations between the independent variables and the dependent variable, and 7x x;
is the average inter-correlation between the independent variables. Hall presented
a backward elimination procedure, with the use of Equation 3.1 in order to choose
a subset. The full set of variables is evaluated with Equation 3.1, which, in fact, is
the Pearson’s correlation coefficient with standardized variables. Then, a variable is
temporarily removed and the set of variables is evaluated with the aforementioned
equation. If the subset scores are higher than the set before, then the variable is
permanently removed. Otherwise, it is reinstated. The process continues until each
variable is removed once and the effect of its removal is measured. The process stops
when no subset scores are higher than those of the original set.

Meritg, = (3.1)
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Chapter 4

On the Modelling of Pension
Expenditures in Europe

4.1 Definition of the data framework

The purpose of this work is to identify the appropriate variables and model the Pub-
lic Pension Expenditures as percentage of GDP (PPE), -which will be addressed as
Pension Expenditures or simply as Expenditures in the rest of this manuscript, of
various European countries. As the Organisation for Economic Co-operation and
Development (OECD) (2020) states, “Pension Expenditures, also named pension spend-
ing, is defined by all cash expenditures (including lump-sum payments) on old-age and sur-
vivors pensions. Old-age cash benefits provide an income for persons retired from the labour
market or guarantee incomes when a person has reached a standard pensionable age or ful-
filled the necessary contributory requirements. This category also includes early retirement
pensions: pensions paid before the beneficiary has reached the standard pensionable age rele-
vant to the program. It excludes programmes concerning early retirement for labour market
reasons. Old-age pensions includes supplements for dependants paid to old-age pensioners
with dependants under old-age cash benefits. Old age also include social expenditures on ser-
vices for the elderly people, services such as day care and rehabilitation services, home-help
services and other benefits in kind. It also includes expenditures on the provision of residen-
tial care in an institution. This indicator is measured in percentages of GDP broken down
by public and private sector”.

There are plenty of works in the literature concerning the Pension Expenditures
analysis, most of which are focusing on a single country or a few variables of im-
portance. de La Fuente (2015) analysed the pension system of Spain as a function
of workers Social Security contribution histories, while Karam et al. (2010) studied
and analysed the macroeconomic effects of public pension reforms. Marcinkiewicz
and Chybalski (2014) discussed Pension Expenditures as one of the main indica-
tors of pension system sustainability; proposed a model based on GDP and old-age
dependency ratio, and applied the resulted model to countries with very different
population structures. The same authors, later Marcinkiewicz and Chybalski (2016),
suggested a new typology of pension regimes between OECD countries. The inter-
ested reader may look at Lachowska and Myck (2018), Bonoli and Shinkawa (2005),
Franco et al. (2006) and Bonoli (2003) for additional information and results concern-
ing Expenditures.

IThe results of this Chapter have been published in:
i. Ntotsis, K., Papamichail, M., Hatzopoulos, P. and Karagrigoriou, A.: On the Modelling of Pension
Expenditures in Europe, Communications in Statistics: Case Studies, Data Analysis and Applications,
6(1), 50-68, 2020.
ii. Ntotsis, K., Papamichail, M., Hatzopoulos, P. and Karagrigoriou, A.: On the Multivariate Modeling
of Pension Benefits, The European Actuary, Issue No.23, 14-19, 2020.
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In this work we rely on techniques including PCA and Generalized Linear Mod-
els (GLM) (McCullagh and Nelder (1989)) for the modelling PPE by identifying the
appropriate set of variables from a long list of possible explanatory variables which
likely act on and affect the Expenditures. For relevant approaches one can refer to
(Barr (2006), Farrell (2001), Hickman (1968) and Homburg (2000)).

4.2 Preference Data

The modelling of Pension Expenditures, according to the relevant theory (Barr (2006),
Diamonds (2001), Farrell (2017), Hickman (1968), Holzmann (2009), Homburg (2000),
Samuelson (1958), Schneider (2005)) could be based on a number of explanatory
variables. For this work 20 European countries were selected and a total of 20 ex-
planatory variables which are most likely related and possibly affect either directly
or indirectly expenditures have been chosen based on the completeness of avail-
able data collected from Knoema (2022), OECD (2022) and Statistical Office of the
European Communities (Eurostat) (2019). The data which are annual, cover the pe-
riod 2001 to 2015. Note that at the time of this work the data for 2016 and 2017
were not fully available. Based on the available data, in addition to the Overall
dataset (2001-2015), three individual datasets were created corresponding to the
time-periods 2001-2005, 2006-2010 and 2011-2015. The value of each variable for
each time period is taken to be equal to the average of all values of the specific vari-
able for the specific time period. The selected countries are presented in Figure 4.1,
while Figure 4.2 illustrates each country’s GDP robustness compares to other and
each country’s abbreviation. Finally, the explanatory variables, in alphabetical or-
der, are given in Table 4.1.

GDP, current prices
(US billion dollars)

[l 1.500 - 4,200
[ 570-1,500
[ 380-570
[ 260-380
[] 61-260

[] 24-61

FIGURE 4.1: Mercator projection of examined countries
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United Kingdom (UK): 14.70%

Switzerland (SH): 4.10%

Spain (ES): 7.88%
Slovak Republic (SK): 0.62%,

Slovenia (SL): 0.32%

Portugal (PT): 1.33%
Poland (PL): 3.38%

Netherlands (NL): 5.09%
Latvia (LV): 0.20%

Italy (IT): 10.85%

Iceland (IS): 0.13%

Greece (GR): 1.21%

Austria (AT): 2.53%

Belgium (BE): 2.87%

Czech Republic (CZ): 1.45%
Denmark (DK): 1.97%

Sweden (SE): 2.97%
Finland (FL): 1.53%

France (FR): 15.07%

Germany (DE): 21.79%

FIGURE 4.2: Percentage of a country’s GDP robustness compared to
the others

Compensation of | Gross Domestic | Median Age of | Total Household
Employees Product (GDP) Population Savings
Consumer Price | Imports of Goods | Net Number of | Total Household
Index (CPI) & Services Migration Flows Spendings
Current Account Inflation Net Number of Total Labor
Balance (CAB) Births Force
Demographic Investments Private Sector Total Saving
Dependency Debt Rate
Exports of Goods Long-term Short-term Unemployment
& Services Interest Rates Interest Rates Rate

TABLE 4.1: Selected possible explanatory variables

Some of the variables in Table 4.1 are directly related to Pension Expenditures
like Inflation, CAB, GDP and Unemployment Rate ,while others are indirectly re-
lated. The purpose of this analysis is to identify those variables/variables that affect
Expenditures. The relevant analysis is presented in Section 4.3, Section 4.4, and Sec-
tion 4.5.

Note that all variables have been standardized using the average and standard
deviation. The standardization ensures that all variables are measures on the same
scale and as a result we avoid the possibility of recognizing falsely one or more
independent variables as significant. For comparative purposes, the standardized
values have been used throughout this work.

4.3 Dimension Reduction

4.3.1 Discarding Variables Technique

The 20 explanatory variables emerged from various literature studies, although some
of them might not have the expected amount of impact in the formation of Pension
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Expenditures as one would have thought. In order to partially “clean” the limited
useful information from the data, which will result in a more efficient implementa-
tion of PCA, the Beale et al. (1967) discarding variable technique will be used as a
preliminary step of the dimension reduction process. In all three time periods this
technique was not completed; instead it was chosen to be stopped when, based on
theoretical considerations, a very important variable was proposed for exclusion.

Based on the above discussion and taking into consideration the significance of
GDP we arrived at the conclusion that, irrespectively of the time period, only those
variables extracted from the original data before GDP must be excluded from further
analysis, while all other variables should remain and considered for the next step of
the reduction process.

As a result, the variables Exports of Goods and Services, Total Household Spendings,
Short-term Interest Rates, Total Household Saving, and Total Saving Rate have been ex-
tracted from all datasets under examination.

The reduction process continues with the implementation of the PCA using the
remaining 15 variables common to all three time periods. For research purposes, the
standardized data can be accessed through this link.

4.3.2 Principal Component Analysis

In this section we apply the PCA procedure (Artemiou and Li (2009), Artemiou and
Li (2013), Jolliffe (1972), Smallman et al. (2018)) as the main step of the dimension
reduction procedure and obtain the full 15 principal components for each time pe-
riod with the corresponding eigenvalues ranging from almost eight to nearly zero.
PCA was chosen due to the multicollinearity issue, namely of the existence of high
correlated covariates in the data set (correlations among more than 30 pairs of X;’s
range from |0.5| to |0.98|). The thought behind PCA is the use of an orthogonal trans-
formation to convert a data set with interdependent variables into a new one with
uncorrelated variables (principal components), which are arranged in such a way
so that the first ones maintain the greater part of the variance that exists among all
original variables. With this procedure the reduction of the dimension of the origi-
nal data set is achieved while leaving unchanged as much as possible, the variation
(Jolliffe (2002)).

Based on the overall results and the fact that we wish to avoid losing important
information, we conclude that the first seven components should be kept regardless
of the eigenvalues, because they retain a considerable amount of the total informa-
tion/variability. The described variability played a key role in our decision since the
intention was to keep that many components, so that a considerable proportion of
the original variability will be described by the components chosen. It should be
pointed out that the seven retained components have variability around 90% of the
original variability of the data for each of the three time periods.

Note: To determine which variables are significant in each component, the procedure
used was the following. For the first two of the seven selected components we keep as signif-
icant the variables for which the absolute value of the associated coefficient is at least equal
to 0.70. Although there is no specific rule, a proportion of around 0.70 is considered to be
satisfactory in retaining a sufficient amount of information.

Table 4.2 presents the most significant variables based on the components (coef-
ficients) as a result of the PCA method, for all three datasets examined.
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Dataset 2001-2005 2006-2010 2011-2015
GDP (.96) GDP (.96) GDP (.98)
Imports of Goods Imports of Goods Imports of Goods
and Services (.94) and Services (.93) and Services (.95)
1st Component Inflation (.89) Inflation (.94) Inflation (.76)
P Investments (.79) Investments (.83) Investments (.81)
Net number of
Migration Flows (.95)
Number of Births (.90) Number of Births (.90) Number of Births (.90)
Private Sector Debt (.93) | Private Sector Debt (.95) | Private Sector Debt (.87)
Total Labor Force (.91) Total Labor Force (.93) Total Labor Force (.92)
2nd Component Pl:)/[elilll:’:ilojixlg((-e %) Median Age of Unemployment
P P . Population (.71)* Rate (.81)**
Long-term
Interest Rates (.75)
3rd Component CAB (.70) CAB (.65) CAB (-.71)
Unemployment Unemployment :
4th Component Rate (-.80) Rate (-54) CAB (-.46)
. Dempographic Compensation
5th Component CPL(-45) Dependency (.46) of Employees (-.42)
Compensation Compensation Compensation
6th Component of Employees (-.52) of Employees (-.60) of Employees (-.46)
Long-term
7th Component Investments (-.33) Investments (-.40) Interest Rates (34)

TABLE 4.2: Principal Component Analysis — The seven primary com-
ponents

*The second highest variable coefficient belongs to the CPI (.68)
**The second highest variable coefficient belongs to the Median Age of Population
(.65)

The first component, denoted by Z;, in all three datasets holds at least 50% of the
total variation of the dataset, while the second one, denoted by Z, holds roughly
20% of it. The rest of the components contain the remaining percentage of variation.
The variables presented in Table 4.2 are the ones that emerge as important and play
the main role in the formation of each component, without signifying that the rest
should be omitted or discarded. Regarding the interpretation, the first component
in all time periods can be viewed as the average of the displayed variables appear-
ing in Table 4.2 and representing macroeconomic, demographic and microeconomic
variables. On the other hand, the second component in the time periods 2001-2005
can be viewed as revealing a comparison between the Median Age of Population
and the Long-term Interest Rates, while in the time periods 2006-2010 and 2011-2015
presents the average between the Median Age of Population with CPI and the Un-
employment Rate with the Median Age of Population, respectively.

By construction, the first component is considered to be the most important, in
which the analysis is primarily based. Having said that, we observed in the above
analysis, that in all three datasets the variables that were significant in every compo-
nent were almost always the same, with the variable playing the primary role and
having the most influence in each of the three sets being GDP.

However, it should be pointed out that there is one important exception. In-
deed, in the third time-period the Net Number of Migration Flows has been found
to be significant in the first component. This variable might have an impact in the
modelling process that was possibly not as important in the past as it is in this par-
ticular time period. This can be due to two very important events that have begun
to emerge in Europe since 2010, the European Migrant Crisis (Garcia-Zamor (2018),
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Lendaro (2013)) and Spanish, Icelandic, Portugese and Greek Economic Crisis (Gib-
son et al. (2014)).

Table 4.2 reveals, according to the model used, not only the importance of each
variable X; considered in the first place in assessing the value of Y, the public Pen-
sion Expenditures divided by the GDP, but also the distinction between the three
periods of time examined as well. Table 4.2 also ranks the 15 variables used in each
time period by each one’s importance. So the interpretation should be focused ac-
tually on the next aspects: (i) The ranking of the variables according to their impor-
tance at evaluating Y in one period at a time, for every three years’ time examined,
(ii) The behavior of each variable X; in respect to the different rankings between the
three periods of time.

. . . . Variable
Public Pension Expenditures/ GDP | Y | Signs Classification
GDP X - Macroeconomic
Unemployment Rate X + Macroeconomic
Total Labor Force X3 - Macroeconomic
Imports of Goods and Services Xy - Microeconomic
CAB (Negative/Positive Amount) X5 +/- Macroeconomic
Investments Xg - Macroeconomic
CPI X7 - Macroeconomic
Median Age of Population X3 + Demographic
Number of Births X9 - Demographic
Net Number of Migrant Flows X10 - Demographic
Demographic Dependency X1 + Demographic
Inflation X1z - Macroeconomic
Long-term Interest Rates Xi3 + Macroeconomic
Private Sector Debt (Negative Measure) X14 - Microeconomic
Compensation of Employees X15 - Macroeconomic

TABLE 4.3: Correlation signs between Y and X; based on literature
studies

Considering the 15 variables affecting the cost of the pension system as random
variables, an important aspect to examine is the correlation between each X; and Y
in Table 4.3. Although the sample of years and data availability might not be so suf-
ficient as to verify 100% the theory, which for the time remains beyond the scope of
this manuscript, it is useful to take Table 4.3 (For reference see Barr (2006), Blanchard
(2000), Bonoli (2003), Carone et al. (2016), Diamonds (2001), Franco et al. (2006),
Garcia-Zamor (2018), Holzmann (2009), Marcinkiewicz and Chybalski (2014), Muto
et al. (2016), Pages (2015), Plamondon et al. (2003), Samuelson (1958), Schneider
(2005)) as an explanatory summary for variable correlation signs and classification
into macroeconomic, microeconomic and demographic type of variables.

4.4 The Modelling of Pension Expenditures

In this section we proceed with the Stepwise Regression Analysis (Anderson (2009),
Scheffe (1999), Sheather (2009)) using the seven components of PCA from the previ-
ous section as independent variables and Y = logit(Pension Expenditures as percent-
age of GDP) as the dependent variable. Our intention is to identify the significance
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of each component (independent covariate) and obtain an “ideal” model for the Ex-
penditures for descriptive as well as predictive purposes. The logit transformation
was decided to be used in order to achieve the linearity between the dependent vari-
able and each independent one as well as the homoscedasticity of the residuals.

44.1 Model Selection, Assessment and Comparison

Mo
R values

FIGURE 4.3: Resulting R values for all four examined models

Model 3

021881 0.19296 0.20152

s.e.: 018687 0.17056 0.18673 0.19341

Adjusted R*values

FIGURE 4.4: Resulting R2, i values for all four examined models

Figure 4.3 and Figure 4.4 contain the top 3 of 7 models, with the omitted ones being
associated with at most 2% improvement.

Model 1:
Y=B0+pB1Zi+e€or Y =Po+ B2Zr+e€
Model 2:
Y = Bo+ P1Z1 + PaZor + €
Model 3:

Y = Bo+ 121+ B2Z2+ BiZj + €,

where j = {4,7,5,6} and corresponds to {2001-2005, 2006-2010, 2011-2015,
overall} datasets respectively.
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The eigenvalues of the top 3 models range from 7.7 to 1.4, while the omitted
ones range from less than 1 down to zero, which is in accordance with the well-
known Kaiser-Guttman rule (Guttman (1954), Kaiser (1960)). Note that Figure 4.3
contains the R values for the three predominant models, while Figure 4.4 contains
the corresponding Rid]. values as well as the corresponding standard error (s.e.) of
the model. For all three models, a different color-based categorization takes place
while each time period is based on a different shade-based categorization.

Based on the results for all three datasets as well as the Overall Model, which
is the average model of the three datasets combined, we conclude that the most
statistically significant variables are Z; and Z5.

Note that for modelling purposes both variables are used in their free form that
contains not only the significant variables in Table 4.2, but all 15 variables resulted
after the implementation of the Beale et al. (1967) technique.

Note that in two instances a third variable appeared to be of some significance.
Variable Z, (for 2001-2005) and variable Z; (for 2006-2010) appear to have some con-
tribution but we choose not to include them in the analysis not only for homogeneity
purposes but also due to the fact that Z; and Z; according to PCA, contain more than
65% of the total variation while Z4 and Z; explain a small (statistically not signifi-
cant) amount of the total variation. Hence, we proceed below with the Multivari-
ate Analysis of the dependent variable Y with Z; and Z; as the only independent
ones for all 4 models under investigation. Note that (i) All results were interpreted
with & = 5% and (ii) For the implementation of the regression analysis, the usual as-
sumptions of independence, normality and homoscedasticity of the residuals must
be fulfilled as well as the linear relationship between Y and Z;, i = 1,2. In addition,
multicollinearity should be verified.

The appropriateness of PCA applied in the datasets under investigation has been
verified by the validity of the assumptions associated with PCA (O’Rourke et al.
(2005)) including the linearity ensured by the transformation considered in the above
analysis. Furthermore, note that the selection of the first two components ensures
that the amount of variability explained is sufficiently high to retain a considerable
degree of the internal structure of the datasets.

4.4.2 Regression

Table 4.4 and Figure 4.5 provide the regression analysis results for Y with respect to
Z1 and Z; defined in the previous Section.

2001-2005 2006-2010 2011-2015 Overall Model
Model SS F Sig. SS F Sig. SS F Sig. SS F Sig.

Regression 522 | 6.699 | .007 540 | 7.606 | .004 439 | 6.415 | .008 402 | 5.354 | .016

Residuals .663 .604 581 .638
Total 1.185 1.144 1.020 1.039

TABLE 4.4: Analysis of Variance for all datasets based on the selected
model
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Isthg
30 Multple Regression Model

FIGURE 4.5: Regression Coefficients of Pension Expenditures

Figure 4.5 display the multiple regression models (Y = Bo + 121 + B2Z>) for all
examined datasets, in a 3D space.

Based on the results in Figure 4.3 - Figure 4.5, and Table 4.4, one could make the
following observations:

1 The R coefficient ranges from 49% to 77% and the Adjusted R* from 20% to
44% for all 4 models.

2 From the F-test of analysis of variance (ANOVA) table we conclude that there
is at least one independent variable which is statistically significant (p-values
range from 0.004 to 0.016), which is verified by the appropriate t-test which
states that at least one of Z; and Z, is statistically significant for each of the 4
models (p-values range from 0.005 to 0.133).

3 The assumptions of Independence and Homoscedasticity between the resid-
uals as well as the linearity are fulfilled for all 4 models. Furthermore, the
collinearity is small in all cases, while residual analysis reveals that there is a
deviation from Normality in all cases.

4.5 Macroactuarial Justification

In this Section we compare the observed values of the dependent variable Y with the
estimated values that have been obtained from the regression for each of the four
datasets. Note that in Figure 4.6 and Figure 4.7 the observed values are represented
with a solid line (—) while the expected values with a dashed line (...).

FIGURE 4.6: 2001-2005 and 2006-2010 model
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FIGURE 4.7: 2011-2015 and Overall model

Summarizing, based on Figure 4.6 and Figure 4.7 we can state that our model
selection fits well for most countries in all three datasets as well as in the Overall
Model.

According to the analysis, the most divergent countries are AT, CZ, LV, PL, SK
and ES. We can observe that 4 of the total 6 countries are part of Eastern Europe
as it has been registered by the United Nations. An explanation of this fact is pro-
vided by Miiller (2001) who states that “The retirement schemes in several East European
countries underwent fundamental change in recent years”. The common thing between
all these countries is that they have faced significant migration reversal of trends
between the three periods (see Figure 4.8) large enough in comparison to their over-
all population (Eurostat (2019)). In fact, AT, as so classified as a western European
Union (EU) country, was always a receiving migrant country but flows have grown
excessively from 2009 and onwards, creating an unbalanced situation under forma-
tion. Moreover, during the 2011-2015 period examined when Xjo: Net Number of
Migration Flows variable is appearing very important, a kind of opposite effect is
being observed for the rest of the countries (ES, CZ, LV, PL and SK) four of which
are classified as Eastern EU countries. These countries, except CZ and SK have been
generally sending migrants to the rest of the EU. After 2009, they experienced a dis-
proportionate reversal of the trend (ES, CZ and SK) or a remarkable enhancement of
the trend of sending migrants (LV and PL) as a relatively large proportion of their
population. Also, the GINI index” of all these countries except AT is high enough,
classifying CZ, LV, PL, SK and ES together as countries with remarkable income in-
equalities connected with increased Y’s (Marinescu and Manafi (2017)). In fact, the
heterogeneity of these countries compared to the observed other countries under
investigation, might have an impact in the creation of deviations.

2The Gini index, also known as the Gini coefficient or ratio, is a statistical dispersion measure in-
tended to represent income or wealth inequality within a nation group.
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FIGURE 4.8: Net Number of Migration Flows 2001-2015 for AT, CZ,
LV, PL, SL (left axis) and ES (right axis)

4.5.1 Macroactuarial Interpretation

As indicated earlier, Table 4.2 reveals both the importance of each X's in assessing Y
and the distinction between the 3 time periods. Also, in all three periods, period 1
(2001-2005), period 2 (2006-2010) and period 3 (2011-2015), seven variables emerge
as the most important in the first component, X;: GDP, X3: Total Labor Force, Xj:
Imports of Goods and Services, X4: Investments, Xo: Number of Births, X1,: Infla-
tion and X14: Private Sector Debt.

Table 4.3 revealed the correlation signs between Y and X; based on literature
studies. From the statistical analysis results we almost came to the same conclusions
about correlation, apart from X5 and Xg, as it can be seen in Figure 4.9. The reason
for this, apart from the limited periods examined, may be that X5: Current Account
Balance, for more than half of the countries is negative in all three periods examined.
Germany is always having a positive CAB with a negative correlation with respect
to Y, which due to the magnitude, increases disproportionally from all country av-
erages. Also, the average correlation of Xg: Median Age of Population, although
negative appears to be low (-9%).

Austria
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« Czech Republic

¢ Denmark

¢ Finland

* France
Germany
Greece
Iceland

* ltaly

* Latvia
Netherlands

Correlation Range

Poland
* Portugal
* Slovak republic
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b «_United kingdom
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FIGURE 4.9: Correlation plot of Y with all X;’s
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In Figure 4.9 we can see the correlation between PPE and each X; for all countries.
Each country is classified by a unique colour. The black line connects the average
correlation points, i.e., the average correlation of Y with the X]- for all the countries.

As mentioned above, the first two components and by extension the two new
variables represent the core in evaluating Y. Focusing solely at the variables in Ta-
ble 4.2 that contribute significantly at each PCA component, and Figure 4.9 and Fig-
ure 4.10, we reached the following;:

A. Intra period interpretation

i. Period 1: As mentioned above, seven variables emerge as important in the first
Component. The ranking of importance of those variables is by order of maximum
to minimum importance X;, X4, X14, X3, X9, X12 and Xe. The four most impor-
tant macroeconomic variables are X;, X3, X9 and X, and the two most important
microeconomic variables are Xy and Xj4. Actually, the net indirect taxes upon Xj:
Imports of Goods and Services (as Value-added tax, VAT) represent one of the three
components of X;: GDP from the income side (Blanchard (2000)). Another compo-
nent of X; from the same side is the Xj5: Compensation of Employees (Blanchard
(2000)) representing from 20% up to 80% of the GDP. Results for this period imply
that almost all information needed for Y is carried by X, since X5 belongs to the 6th
Component. Also Xi4: Private Sector Debt is mostly affected by public pension costs
because contributions to social security represent an additional tax which may asym-
metrically burden the private sector’s economic activity. Xj,: Inflation is usually the
same measure as the GDP deflator and represents the part of the GDP’s evolution
due to the increase of the general level of prices produced in the countries examined,
irrespective of real growth. So when Y is rising, Unemployment rises and Xj, falls.
Vice versa when Y is falling, distortions in income distribution in the economy fall
and real pensions are indirectly increased when lower Inflation enables pensioners
to buy the same or even more goods with their decreased pensions.

The demographic variable X9: Number of Births, according to the model, is the
most important demographic variable because births accumulate young population
yearly and immediately affect X;;: Demographic Dependency as well as Xg: Me-
dian Age of Population. PAYG (Pay As You Go is the practice of financing expendi-
tures directly with contributions of social security rather than investments) systems,
which have prevailed in the last decades and bear almost 100% of pension costs,
if properly function as pension redistributive systems directly from workers to the
pensioners, are most sensitive to the population structure. Three to five workers are
needed to support everyone pensioner.

Xj3: Long-term Interest Rates belong along with Xz to the 2nd Component. Both
these variables are affected by the country’s deficit or surplus accumulation over
time (Diamonds (2001)). Lower Y’s leads to a more favourable interest rate in the
long run for a country to pump money from the capital markets.

X5: Current Account Balance belongs to the 3rd Component; it represents yearly
the output Gap of a country’s economic activity. It is a deficit or a surplus. If Y
falls, the amount of deficit may fall, or a surplus might be more feasible (Diamonds
(2001)). Actually, Y is negatively correlated with surplus and positive correlated
with deficits.

X5: Unemployment Rate belongs to the 4th Component, it is the fraction of the
number of people being able to work but have lost their jobs (unemployed) to the
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number of people who work plus the unemployed (the Total Labor Force). The
number of unemployed people is also a component of X3: Total Labor Force; Much
of its information is included in Xs5.

From the results X7: CPI, representing the price increase of the goods consumed
in the countries, bears minor importance belonging to the 5th Component. This
shows that during the short run of this period CPI adds limited information in com-
parison to the information carried by Xj,: Inflation, i.e., the total overpricing of all
output of the economy. In the long run, these two indicators will coincide. The
demographic Variables Xjo: Migration Flows, and X;1: Demographic Dependency
have been completely eliminated from Period 1 by the method of PCA so they do not
contribute at all to the determination of Y. This might be attributed to the fact that
Migration Flows might have not reached a point of affecting the population struc-
ture with the demographic variables Xg, as well as X3, carrying all the information
needed to assess Y in Period 1.

ii. Period 2: The same seven variables as in Period 1 emerge in this time-based
dataset as significant in the 1st Component but with a different order of importance:
X1, X14, X12, X3, Xy, X9, Xe.

In this period only Xg: Median Age of Population belongs to the 2nd Component.
Xi3: Long-term Interest Rates has been eliminated completely meaning that states
are performing reforms (Carone et al. (2016)) trying to pass a part of the PAYG
system to funded systems not affecting so much the rates of publicly issued bonds.
Also, X7: CPI has been exiled meaning that it may have grown almost identical to
Xjp: Inflation. Xjp remains unimportant according to the modelling also for this
period of time.

Xs5: Current Account Balance and X;: Unemployment Rate, X;5: Compensation
of Employees and Xg: Investments still belong to the 3rd, 4th, 6th, and 7th Compo-
nent respectively showing a kind of steady state in the way of affecting Y.

However, Xj1: Demographic Dependency has earned an advanced place of im-
portance in the 5th Component, entering as a third important demographic variable.
As time goes by, the aging of the population advances and demography plays a more
and more crucial role concerning public pension costs.

iii. Period 3: Again, the same seven variables emerge in the 1st Component, but
an eighth variable, X;o: Migration Flows has entered into the 1st Component for the
first time —although completely meaningless in the two previous periods examined.
The new order of importance is Xj, X109, X4, X3, Xo, X14, X6 and Xj5. Also, three de-
mographic variables describe Y for this period, in a different way, with Xy, Xj9, and
X11 bearing all the demographic information. However X,: Unemployment Rate is
more important belonging to the 2nd Component, outlying the growing dependency
of the pension system from the Labor Market described by two key variables X3: To-
tal Labor Force and X itself. Also X5 the CAB has gained two important places
instead of one during the two previous periods composing both the 3rd and the 4th
Component. Again, here someone can observe the growing influence the pension
system has on the public budget. In this period Xg: Median Age of Population has
been eliminated together with X7: CPL

B. Inter period interpretation

As expected from the three periods examined, the key variables, mainly or pri-
marily affecting the Pension Expenditures are the variables X;, Xjq, X4, X3, Xo, X14,
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X6, X12. Reforms performed by countries reorient the importance of the 15 variables
considered, pushing to lower dependency for the pension costs from the public bud-
get. However, demography gains an advancing role as time goes by in assessing Y.
Migration also, since it alters the population structure of the countries studied, will
be growing more and more important. Macroeconomic variables remain strongly
interrelated with Y and states should take Expenditures of much consideration in
the economic cycle when designing reforms.

4.5.2 The Migration Effect

From experience and the literature concerning Y, the Pension Expenditures (Barr
(2006), Blanchard (2000), Holzmann (2009), Marinescu and Manafi (2017), Miiller
(2001), Muto et al. (2016), Pages (2015), Plamondon (2003), Schneider (2005)), have
been observed to bear correlations between it and various demographic, macro, or
micro variables mentioned in this work. These correlations specify a special mix-
ture of features that characterize each country examined. So, for countries which
traditionally accommodate migrants, having developed in the meantime, work and
educational inclusion policies, migration is negatively correlated with Y because it
drops the median age of the population and favours the reduction of Expenditures.

In this work, variable Xjy represents Migration Flows, i.e., immigration minus
emigration population movements between the countries examined and third coun-
tries outside them. The difference in Migration Flows with the other measures (or
variables) examined —except births—is that it represents population changes and not
absolute numbers. In fact, these flows accumulate more people in the population
of European countries examined apart from Latvia and Poland, where they show
a continual negative trend. So on average between 2001 and 2015 the accumula-
tion of migrant population has risen to more than 3% of the total population of the
countries, and amounts to almost 18 million people. There is some general evident
that migration is negatively correlated with Expenditures (Marinescu and Manafi
(2017)). From data sources used (Eurostat (2019)), countries bearing big correlation
of Y and Xy have low correlation of Y and X;;: Demographic Dependency ratio and
vice versa, see Alluvial Diagram of Figure 4.10.

Country - Demographic dependency
Net number of migrants

FIGURE 4.10: Alluvial Diagram of per country PPE correlation with
Migration Flows and Demographic Dependency
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From Figure 4.10 it is evident that 12 out 20 countries (BE, CZ, FR, GR, IS, PL,
PT, SL, ES, SE, CH, GB) present negative Y and X correlations, giving a support to
theory. For half of them (BE, CZ, GR, IS, PT, GB) the negative correlation of Y and
X1 is combined with the high correlation of Y and Xj;. This may be attributed to the
fact that either they do not incorporate migrants into the country’s economy, or their
pension system is almost independent of demographic dependency and it is based
on minimum flat rate pensions, as in the GB. On the other hand, for 4 countries (AT,
DE, LV, NL) the opposite effect is shown (Positive Y and Xjp and negative X1; corre-
lation). For Latvia the low demographic dependency correlation might correspond
more to the fact that Migrant Flows appear to be negative for all five years’ periods
monitored and also to its vast pension reforms even before 2001 reducing the pen-
sion replacement ratio! to 32%, the benefit ratio®> below 30% and Y around 8%, the
lowest in the EU countries (Carone et al. (2016)).

So, for all countries, migration plays a significant role since the EU countries con-
tinue to attract large immigration flows, which grows more important as far as this
trend continues. In this context, a future analysis concerning the 2016-2020 period
will bring again the migration as the 1st component of importance in measuring
Pension Expenditures.

4.6 Conclusions

In conclusion, in this work, we suggest the same model for all three five-year period
datasets as well as for the Overall time period one based on PCA and regression
analysis for the modelling of the PPE of European countries since 2001. This model
consists of the first two components out of a total of 15, which contain more than
70% of the total information and variability of the original data.

The idea behind this work was to create a model for a plethora of countries, at
first within Europe and later a worldwide one, so we can compare them and also to
achieve the following tasks. Firstly, by reducing the dimensionality of the original
dataset, we obtain a more "easy to use and handle" model and can apply various
statistical methods and techniques without losing the accuracy and information of
the original variables. Secondly, we are able to limit or eliminate the existing multi-
collinearity, and therefore achieve a more accurate model interpretation of the PPE.

The model developed provides, with a minimum average error of fewer than
6%o for each time period, accurate results for the PPE. Using this as a first step, it
is possible, depending on the data available, to develop in the immediate future,
an evolved time series model that would be capable of predicting the Expenditures
for 10-15 future years from the base year. The forecasting model could be used by
any state that wishes to predict future Pension Expenditures based on its economy:.
This calculation primarily serves either as an estimate by itself or as a confirmation
technique for the calculation of Expenditures made by other means.

IRatio of the last salary to the first pension amount
2Ratio of the country’s average pension to the average salary






59

Chapter 5

Feature Selection Partial Least
Squares (FS-PLS): The Utilization
of Partial Least Squares for
Simultaneous Feature Selection
and Extraction.

5.1 The PLS algorithm for dimension reduction

So, as stated before, PLS is considered to be an effective dimension reduction tech-
nique when it comes to obtaining an optimal statistical model. However, like many
similar feature extraction techniques, we end up with a model that involves all orig-
inal variables, significant, or not. What if there was a way to take advantage of
PLS algorithm in order to utilize it as a variable selection technique? The FS-PLS
is a novel approach that allows the researcher to use the PLS procedure to remove
non-significant variables from the original dataset and obtain a statistically signifi-
cant model with minimum dimension when PLS is applied. FS-PLS provides a new
dataset with simpler structure than the original one and still when its implementa-
tion is compared to PLS and PCA, the model arises from FS-PLS is more efficient
than the corresponding models of PLS and PCA. This "superiority" is due to the
fact that the constructed model of FS-PLS is easier to interpret since all irrelevant
variables have been removed.

The beta coefficients (8) that emerge from the PLSR in conjunction with the num-
ber of selected latent variables can be seen as a general rule of thumb for disregard-
ing variables from a dataset. We propose the following rule to determine if a variable
is significant:

Let us assume a model with X;, j = 1,...,m independent variables and let v
be the number of latent variables that have been selected as optimal from the PLS
regression of the aforementioned model. Let us also assume that B; being the cor-
responding coefficient of X; variable in the v-latent variable (each latent contains all
original variables). Now, let us define Equation 5.1 as follows:

Bl <c (5.1)

IThe results of this Chapter have been submitted for publication as:
Beki, E., Karagrigoriou, A., and Ntotsis K.: The Utilization of Partial Least Squares for Simultaneous
Feature Selection and Extraction (2022)
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where ¢ € [0.05, |max{ ,B]”} /2|) is a pre-determined non-negative value close to zero
and |max{ ,B;’}| is the maximum (absolute) value that exists in the coefficient matrix
of the selected v latent variables. If Equation 5.1 is satisfied for the j-th variable,
ie. | ,8]1\ < ¢, and | ﬁ]2| < ¢, ... and | ﬁ;’| < ¢, then this variable can be labelled as
non-significant. By integrating this S-based constraint in the PLS regression, it is
teasible to discard the insignificant variables and still maintain a robust model. A
fixed value c is expected to complement effectively all other aspects (purpose of the
study, researcher’s judgement, etc.) of the decision-making process. In that sense,
it can be considered as a rule of thumb and is in the judgement of the researcher
which value of ¢ is the one that results the optimal PLS model without underfitting
or overfitting the model under consideration. We recommend a step procedure of
0.05 units (i.e. 0.05, 0.10, 0.15, etc.) until model underfitting is observed based on the
model selection criteria.

The FS-PLS algorithm consists of a two level implementation of the PLSR algo-
rithm. Initially, PLS method is applied on the original dataset and the regression
coefficients of the original variables are estimated with the use of models consisted
of up to three latent variables. Those variables with absolute values of regression
coefficients lower than the testing threshold in all three models are considered in-
significant for the prediction of response variable and they are removed from the
dataset. This distinction between the variables is followed by the application of Par-
tial Least Squares Regression to generate predictive models. Their competency is
evaluated based on information criteria, such as AIC, Adjusted R? (R?, ]-), RMSECV
and Adjusted Wold’s R criterion, that lead to the final model selection.

The following algorithm displays the proposed procedure

Algorithm 4 Pseudocode for FS-PLS

Input: A data set consisted by a n x p matrix X and a n X 1 matrix Y, where each
Xj and Y column represents a variable, and a constant threshold c.
Output: A data set consisted of the minimum variables that can result in the optimal
PLS model.

Step 1: Application of PLSR on original data for the evaluation of regression coef-
ficients.

Step 2: Usage of model selection criteria for number of optimal latent variables
determination

Step 3: Application of the constrain proposed in Equation 5.1 for the location of
the statistically insignificant variables.

Step 4: Removal from the input dataset the variables that Step 3 indicate as in-
significant

Step 5: Repetition of Step 1 on the minimized original data




5.2. Numerical applications 61

5.2 Numerical applications

In this section the application of the FS-PLS on near infrared (NIR) spectroscopy data
is presented.

5.2.1 Univariate FS-PLS regression — FS-PLSR

In the first case, in the gasoline dataset, which is found in the pls package, X ma-
trix includes 401 diffuse reflectance measurements and Y matrix is consisted of one
response variable, that corresponds to the number of octanes of the total 60 obser-
vations. Due to the multicollinearity and the rate of available observations to X-
variables, dimensionality reduction is demanded in order to generate a linear regres-
sion model. Applying the FS-PLS optimization, we first computed the estimators of
PLS-regression coefficients of all 401 variables in models built with up to three com-
ponents. Their absolute values were then compared with predefined constant c of
0.10, 0.20, 0.25 and 0.30. The final X data matrices contextually included only the
predictive variables with absolute values of PLS-coefficients higher than the testing
threshold in one-, two- and three-component models (1 LV, 2 LV, and 3 LV). In the
next step we reapplied the PLSR method to the selected variables and the resulted
models were evaluated based on AIC, Rgdj, WRSZ.O, and WRS;; and RMSECV. Ta-
ble 5.1 and Table 5.2 summarize the results:

1LV 2LV 3LV 4LV 5LV 6LV
c | Attributes | WRS" | WRUS® | RMSECV [ AIC | RZ, [ AIC | R%, | AIC | R%, [ AIC | R%, [ AIC [ R, [AIC [ R%,
401 4 4 7 203 [30% | 52 | 94% | 3 |97% | 2 |97% | 25 | 98% | 36 | 98%

0.10 374

4 4 7 203 | 30% | 52 | 94% | 4 |97% | -3 | 97% | -25 | 98% | -36 | 98%
0.20 307 4 4 7 203 | 31% | 52 | 94% | 6 |97% | -3 |97% | 24 | 98% | -35 | 98%
0.25 245 4 6 6 202 | 31% | 51 |94% | 9 |97% | -4 |98% | 23 | 98% | -35 | 98%
0.30 217 4 4 6 202 | 31% | 51 | 94% | 12 | 97% | -5 | 98% | 22 | 98% | -35 | 98%

TABLE 5.1: Information criteria values of FS-PLSR models, where At-
tributes is the number of original variables.

In Table 5.1, the reduction in AIC values in all two-component models and the
simultaneous increase of their R2, ; values is noteworthy. These changes strongly in-
dicate the outstanding enhancement of the corresponding models when the second
component is retained in the model. Further, the most sufficient FS-PLSR model is
proposed, the four-component model, which is based on the 0.30 testing threshold
and it includes only 217 variables in X matrix, which consist of 46% of the initial
observations. This choice is established in accordance with the adjusted Wold crite-
rion, which is specialized to evaluate PLS models, complemented by the high Rgdj
value and the significant reduction in AIC value. It should be noted that AIC values
tend to decrease as more components are added to the model. However, the rate of
decrease is approximately fixed after the addition of the fourth component. More-
over, the criteria values of the models that resulted from the thresholds 0.25 and 0.30
are alike, though the latter constraint conveys to further dimensional reduction. At
this point, it should be mentioned that more restrictive thresholds were tested; they
were found to lead to over-fitted models and rejected.

The results of the PCA regression (PCR) models, generated with the datasets
arising from the aforementioned thresholds, are displayed in Table 5.2. As the most
adequate model is proposed the five-component model of the last threshold, since
R?, j value is close to 1 and AIC value does not change sufficiently with the addition
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of more components in the model. In contradiction to the FS-PLSR models, the in-
clusion of the second component does not improve the model performance in any
case, while the minimization of RMSECYV values proposes much more complicated
models than in FS-PLSR cases.

1PC 2PC 3PC 4PC 5PC 6PC
¢ | RMSECV | AIC | Ry, | AIC [ Ry, | AIC [ Ry, | AIC [ Ry, [ AIC [ Ry, [ AIC [ RY,
- 17 213 [17% [ 215 [17% | 192 |43% | 6 [97% | 6 [97% [ 8 |97%
0.10 17 213 [17% | 215 [17% | 189 [46% | 6 [97% | 6 [97% | 7 [97%
0.20 15 213 [17% | 214 [17% [ 174 [58% | 6 [97% | 5 [97% | 7 [97%
0.25 15 213 [17% | 214 [ 18% | 147 [73% | 7 [97% | 5 [97% | 5 [97%
0.30 14 213 [17% | 214 [18% [ 183 [79% | 7 [97% [ 5 [97% | 5 [97%

TABLE 5.2: Information criteria values of PCR models
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FIGURE 5.1: Percentage of explained variability of FS-PLSR and PCR
models

Additionally, taking into account the Rﬁd]. criterion and the percentages of ex-
plained variability in the models, as displayed in Figure 5.1, we conclude that in FS-
PLSR the two-component and three-component models can lead to reliable results,
preserving the advantage of visualization. Note that all c constrains resulted in simi-
lar explained variability and thus only one’s results are being presented in Figure 5.1.
These FS-PLSR models expose high R2, j values, while they leave unexplained a neg-
ligible percentage of the response variable. In PCR instead, the inclusion of the first
four components fails to provide a model with sufficient performance. Finally, the
comparison of these methods in terms of AIC values verifies the predominance of
FS-PLSR against PCR: all AIC values in PCR models (with up to three components)
are significantly smaller than the corresponding FS-PLSR model (Table 5.2).

5.2.2 Multivariate FS-PLS regression — FS-MPLSR

In the second case, the performance of the proposed FS-MPLSR optimization over a
multivariate response is investigated (the multivariate case of FS-PLSR will be ad-
dressed by FS-MPLSR in the remaining article). In the Corn dataset (2022), that we
processed, the Y matrix consists of four variables, -moisture, oil, protein and starch,
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and X matrix includes 700 NIR spectroscopic attributes. Note that the FS-MPLSR
algorithmic procedure is similar to the FS-PLSR with the only deference to be the
number of response variables that form the latent variables. In the multivariate case,
the modelling process aims to reveal and enable chemists to predict the moisture, oil,
protein and starch content in different samples. In this situation, the implementation
of Ordinary Least Squares as a linear regression method would be an inappropriate
choice, since the X matrix is characterized by the existence of multicollinearity. Its
mitigation is achieved through dimensional reduction, based on the absolute values
of the FS-PLS-regression coefficients, in a similar way as in the univariate case. The
FS-MPLSR algorithm was applied on the initial dataset to estimate these values. The
computation of Adjusted Wold’s R criterion WRS‘;].O led to the conclusion that the
sufficient modelling of the four Y-variables requires the inclusion of first 5, 21, 7 and
8 FS-PLS components respectively. Based on this conclusion and the use of testing
thresholds we defined the final reduced set of predictors as the intersection of the
following four subsets:

¢ The first subset included the variables considered as statistically significant for
Y1. The absolute values of regression coefficients of these variables are higher
than the tested thresholds in one- to five-component models.

¢ The second subset included the variables considered as statistically significant
for Y2. The absolute values of regression coefficients of these variables are
higher than the tested thresholds in one- to twenty one-component models.

¢ The third subset included the variables considered as statistically significant
for Y3. The absolute values of regression coefficients of these variables are
higher than the tested thresholds in one- to seven-component models.

¢ The fourth subset included the variables considered as statistically significant
for Y4. The absolute values of regression coefficients of these variables are
higher than the tested thresholds in one- to eight-component models.

The thresholds that we tested were 2, 2.25, 2.50 and they resulted in the removal
of 44, 69, and 99 variables from the original dataset, correspondingly. The new
reduced data matrices were then processed via the FS-MPLSR and PCR methods.
Based on the values of the aforementioned model selection criteria we inferred that
the third threshold examined (2.50) generated the most efficient models. Table 5.3
and Table 5.4 summarize the values. The other options led to over-fitted or under-
fitted models.

1LV 2LV 51V 71V 8LV On}j\t;ed 21LV

AIC [ R%, | AIC [ R%, | AIC[ R, | AIC [ R%, [AIC[RE | -~ |AIC|RZ,
Yi | 1 [51% | 2 |52% | -50 | 80% | -142 | 96% | -166 | 97% | --- | -366 | 99%
Y2 | <62 | 27% | 62 | 27% | -68 | 37% | -87 | 55% | -154 | 86% | --- | 214 | 95%
Y3 | 76 |17% | 65 | 32% | -35 | 88% | 56 | 92% | 60 | 92% | --- | -181 | 99%
Y4 | 153 | 0% | 145 | 13% | 63 | 78% | 28 |88% | 7 | 92% | --- | -131 | 99%

TABLE 5.3: Information criteria values of the FS-MPLSR model based
on the remaining 601 attributes (700-99).
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1PC 2PC 5PC 7 PC 8 PC On}jged 21 PC

AIC | Ry, | AIC | Ry, | AIC [ RY,; | AIC | R, | AIC| RG, | - AIC | R,
Y1 | 1 |52%| 1 |53% | -115] 93% | -153 | 96% | -151 | 96% | --- | -371 | 99%
Y2 | -62 | 27% | 61 | 26% | -69 | 38% | -116 | 72% | -124 | 76% | --- | -158 | 88%
Y3 | 76 | 17% | 74 | 22% | 22 | 68% | 24 | 86% | -56 | 92% | --- | -112 | 97%
Y4 | 153 | 0% | 151 | 0% | 120 | 44% | 76 | 74% | 52 | 83% | --- 47 [ 97%

TABLE 5.4: Information criteria values of the PCR model based on the
remaining 601 attributes.

The optimum FS-MPLSR model retained twenty one components. The model
complexity was determined in accordance with the theory (Wold et al. 2001), which
states that the FS-MPLSR model should include every component that is found to
be significant for at least one variable of the set of responses. In this way infor-
mation in Y matrix is significantly explained, as the percentages of the explained
variability are 99.95% for Y1, 97.06% for Y2, 99.43% for Y3 and 99.55% for Y4, while
the overall information of the new X matrix is utilized. We can infer that the sub-
stantial dimensionality reduction that we achieved through the PLS-optimization,
resulted in the generation of a unique model capable to predict the four responses
at the same time, with the cost of an insignificant percentage of unexplained infor-
mation. Nevertheless, a less strict consideration of the theoretical frame would yield
an eight-component model with the profit of further dimensionality reduction and
with the cost of a less accurate, but yet sufficient, prediction of Y2 response variable.

On the contrary, the PCR method generated four individual models, one for the
prediction of each response variable, that needed twenty one components to cap-
ture 99.95%, 92.51%, 98.21% and 98.17% of the variability of the responses. These
percentages, in combination with the results of the information criteria presented in
Table 5.3, demonstrate that FS-MPLSR model is more adequate in all four responses.

5.3 Concluding Remarks

The aim of this study is to introduce PLS as a method for variable selection in a vari-
ety of fields, including time series analysis. Although this method is commonly used
in a regression analysis, it can also be implemented in various other applications
such as discriminant analysis, and hierarchical modelling. It can handle complex
data sets and situations that cannot be solved by standard methods.

FS-PLS is considered optimal in evaluating more complex structures with a more
realistic and holistic view. It has been proved to be a non-time consuming process
and statistically efficient method with high prediction accuracy. As a recently found
technique in the field, many aspects of its underlying mechanism have recently been
revealed and yet, there is no strictly defined frame for its application. As a result,
the method is considered to be very flexible and many modifications and experi-
mentations can be tested. In this work the utilization of PLS approach was used as
a variable selection criterion and by expansion as a dimension reduction technique.
The FS-PLS procedure was able to remove up to 45% and 14% of the original vari-
ables in two frequently used datasets in chemometrics, one univariate set and one
more complex multivariate one.

Although PLS is considered to be useful in small datasets, through the FS-PLS
methodology it has been found to be useful in high-dimensional and/or big data
analysis. Although, the applications is chosen from the field of chemometrics, the
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applicability was quite wide covering biology, physics, chemistry, business, and so-
cial sciences among others.

In the univariate case, the final selected model is based on only 217 predictors out
of an initial set of 401. The three-component model, which is suggested as optimum,
explains the major part of information captured in the data, while it is parsimonious,
with high prediction ability and can easily be used for visualizations. The compar-
ison with the corresponding PCR model, which was based on information criteria
AIC, Rﬁ djr and RMSECYV, demonstrates that FS-PLSR model gave more sufficient re-
sults.

In the multivariate case, the problem appears to be more complicated. Initially
FS-MPLSR was implemented on the data out of necessity, due to the fact that cor-
relations were observed between the response variables. We estimated regression
coefficients and we determined the significant components for each response vari-
able. We compared the absolute values of the coefficients in significant components
with thresholds and then, we defined four sets of predictors, which contained the
important predictors for the individual responses, respectively. Their intersection
consisted the final set of predictors for the multivariate regression model. This way,
in the final selected model 99 less predictors than in the initial set were included. The
simultaneous process of the response variables generated a single regression model
with AIC values lower than the individual PCR models in all four response vari-
ables. The increased number of constructed models in the PCR method is associated
with high complexity and computational cost of the whole analysis. This, in combi-
nation with the fact that less variability is explained in the second response variable
with the PCR method, leads to the suggestion that a FS-PLSR model is optimum also
in the multivariate case.

Concerning possible future expansion of this work, an ENR in the FS-PLS method
is under development. We aim to investigate the cooperative effects of these two
techniques on high-dimensional multicollinear data in order to make a projection on
a low-dimensional space and thus to construct less complex and more interpretable
linear regression models of high predictive accuracy with a penalized set of predic-
tors.
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Chapter 6

Interdependency Pattern
Recognition in Econometrics: A
Penalized Regularization Antidote

Several partially robust criteria and indices for multicollinearity have been proposed
over the years, which are based either on the coefficient of determination and similar
measures or in the eigenvalue-eigenvector analysis. Theil’s indicator (1971), Klein’s
rule (1962), TOL, and VIF (Gujarati and Porter (2008)) fall into the first category
while the Farrar-Glauber test (1967), the sum of reciprocal eigenvalues, Red indi-
cator (Kovécs et al. (2005)), CI (Belsley (1991), Hair et al. (2010)) and eigensystem
analysis are some of the most frequently used measures that fall into the second
(for a thorough analysis see Section 1.1.1). All these measures commonly use some
sort of rule of thumb to rule about the existence of multicollinearity. For each mea-
sure, at least 2 or even 3 different thresholds can be used; for instance, in the case of
VIF 5, 10, and 20 are considered proper thresholds (see (Gujarati and Porter (2008),
Wooldridge (2014) and Greene (2002), respectively). The question remains though:
at which point extreme multicollinearity is actually extreme? All these methods usu-
ally fail to recognize patterns among variables due to weak or absent coefficients’ pe-
nalization that results in variable over-elimination. So, how can someone properly
address multicollinearity without risking increasing a models’ bias that the omitted
over-eliminated variables might cause? There is always a thin line between the wor-
thiness of variable reduction, on one hand, and the robustness and validity of the
results on the other. For a thorough discussion see Lindnee et al. (2020).

To resolve the issue, regularization techniques are used that are considered op-
timal for parsimonious model creation when an immense number of variables is
involved. These techniques are based on beta coefficients penalization and aim to
reform the coefficients as more unbiased as they can be by assigning weights (“of sig-
nificance”) that punish the insignificant or the less significant variables while simul-
taneously rewarding the statistically significant ones. Ridge (Tikhonov (1943),(1963)),
Lasso (Tibshirani (1996)), and their aggregation, Elastic Net (Hastie et al. (2001), Zou
and Hastie (2005)) are the most frequently used regularization approaches for ad-
dressing this issue. The disadvantage of these methods is that they can be computa-
tionally time-consuming.

IThe results of this Chapter have been published as:
Ntotsis, K., Karagrigoriou, A. and Artemiou, A.: Interdependency Pattern Recognition in Economet-
rics: A Penalized Regularization Antidote, Econometrics, 9, 44, 2021.



Chapter 6. Interdependency Pattern Recognition in Econometrics: A Penalized

68 Regularization Antidote

In this work, a criterion is proposed based on the combination of penalized co-
efficients; more precisely we propose the generation of a criterion that combines pe-
nalized beta coefficients with a penalized coefficient of determination, both emerg-
ing from the naive Elastic Net and aims to enhance the generalizability of a learned
model. The proposed criterion, namely Elastic Information Criterion (EIC), can be
considered as a non-time or space consuming algorithmic procedure, which is more
accurate than standard measures when it comes to pattern recognition among multi-
collinear variables. Another distinct characteristic of EIC is that it evaluates the exis-
tence and the magnitude of multicollinearity based on a unique data-driven thresh-
old which is reckoned based on data peculiarities and not some approximate rule of
thumb that typical measures rely on. The proposed criterion is expected to play the
role of a supplementary tool in the hands of the researcher to be used in conjunc-
tion with their judgement, experience, and knowledge, together with any special
characteristic associated with the problem/dataset at hand.

A motivating example

In this subsection, an example based on 3 random variables X;, X», X3 is used as a
motivation for the proposed methodology. X; and X3 are random samples of size
n = 100 from the standard normal distribution, while X> is calculated as a function
of X1 through the expression

Xp=uxXi4+0xe€ (6.1)

where u is either 2 or 5, ¢ ~ N (0,1), and ¢ a constant that controls the variability
of errors. For ¢ we use values in the set {0.2, 0.5, 1, 2, 5}. At the same time, u has
been chosen to provide an additional, more general, interdependence structure be-
tween the variables involved. The example involves 10 datasets, each containing a
unique combination of values for u and ¢. This example seeks to see the efficiency
rate of EIC and VIF, meaning how many times each measure manages to do proper
variable selection, i.e., to select X3 and either X; or X, variable. Note that in all
cases X3, due to its congenital randomness, never exhibits multicollinearity despite
the measure chosen, and hence its interpretation is omitted, without indicating its
ejection from the procedure. Table 6.1 provides the results of 1000 replications of
the above experiment. In Table 6.1, it can be observed that the efficiency rate of VIF

measure EIC | VIE Correlation
{u,c} Range

2,02} 5% | 0% | [0.98,1]
{2,05} 40% | 0% | [0.94,0.98]

21} 24% | 1% | [0.78,0.94]
2,2} 16% | - | [0.46,0.83]
{25} 7% [-0.1,0.59]

{502} 50% | 0% | [0.99,1]
{505} 67% | 0% | [0.98,1]

{51} 72% | 0% | [0.96,0.99]
{52} 70% | 0.1% | [0.86,0.96]
{55} 35% | - | [0.45,0.83]

TABLE 6.1: EIC and VIF efficiency rates comparison for the motivat-
ing example for all u and ¢ combinations.
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(based on a threshold value equal to 5) is excessively inadequate. More specifically, it
does not make proper variable selection in at least 99 percent of cases. Additionally,
there were cases of {u,0} ({2,2},{2,5},{5,5}) that multicollinearity was not detected
by VIE. Given the prior knowledge that X; is indeed a figment of Xj, one can con-
clude that multicollinearity is lurking behind the generated randomness. Moreover,
if the methodology to be proposed and presented in the sequel is applied in the mo-
tivating example, the results appear to be remarkable. Indeed, the efficiency rate of
EIC is as high as 72% and, in any case, clearly prevails over VIF regarding variable
over-elimination. Note that the corresponding rates for VIF were almost 0% or non-
existent, meaning that in all replications both X; and X, appeared as multicollinear.
The correlation range indicates the minimum and the maximum correlation between
X; and X; of each dataset. More precisely, for each {u,0} combination, the experi-
ment was replicated 100 times and the minimum and maximum correlation values
between the variables, were registered. Among all experiments and all {u,0} com-
binations, the overall minimum and the overall maximum correlation values were
used to provide the correlation range. The aim was to evaluate the performance of
each measure under different degrees of correlation. Even though high correlations
were detected in most cases (implying the possible existence of multicollinearity),
VIF failed either to recognize it or detect it without being able to identify the prede-
termined pattern between X; and X,. The example reveals a weakness of the VIF
associated with its failure to identify patterns exhibited by the variables involved.
The development of EIC came out of a necessity to fill this gap in the literature; i.e.,
to provide a measure capable not only to recognize multicollinearity patterns that
lurk behind variables but also to work simultaneously, as a variable selection crite-
rion.

6.1 Elastic Information Criterion

6.1.1 The penalized regularization antidote

In this Section, the Elastic Information Criterion (hereafter EIC) is proposed. EIC
can be considered an extension of the Elastic Net procedure and result in a (computa-
tional) time and space non-consuming algorithmic procedure that has also proven to
be more accurate than typically used measures regarding pattern recognition among
multicollinear variables. The Elastic Net was selected as the optimal regularization
due to its capability to examine the impact of different a,, and A., combinations
on the model through a cross-validation procedure. EIC initiated out of necessity
for accurate and effective multicollinearity capture without having variable over-
elimination. Its aim is to detect patterns among the multicollinear variables and
more precisely, which one enacts as a function of the other(s), and remove them,
leaving the one(s) that originated from them intact. The EIC’s results emanate from
the Elastic Net cross-validation procedure, and its formula is given in the following
form:

i |‘B] en|1+“j,en
p=1

EIC) = ajpn x 27 >0, j=1,2,...k 62)
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and
. k.
Xj = ﬁ{),en + Z ﬁ]p,enxp (6'3)
p=1
P#i
where

* k is the total number of regressors (explanatory variables),

® e, is the optimal alpha emerging from the Elastic Net procedure and corre-
sponds to the modelling of the X; variable,

. ,B{) o is the intercept term in Equation 6.3,

ﬁ;,en is the penalized coefficient of the p'’* regressor in Equation 6.3,

R]Z, . i the R? of the j variable as predictor regressed against all other regres-

SOrS.

EIC integrates two aspects of collinearity detection. The primary one, based on
a tolerant method alteration, which aims to reduce the sensitivity of coefficients

throughout the penalty function. The number of ,B];‘g,m coefficients diversifies from
zero to k since when a;.,= 1, then the variable’s coefficient reduces to zero. The

summation of this function aggregates all the resulting B}, ., coefficients emerging
through Elastic Net regression. On the other aspect, the goodness of fit in the linear
model is used as a penalty for multicollinearity disclosure. Lastly, the tuning pa-
rameter &, is utilized for penalization smoothing purposes. EIC tends to perform
more precisely for «; ., at or close to the end-point of the [0,1] range. Thus, in order
to limit -in terms of time- the computational burden for «;,, selection, the values
examined range from 0 to 0.1 with step 0.01, the middle point of the &, ., range (0.5),
and from 0.9 to 1 with step 0.01. Note that otherwise the «; ., specification, the same
Cross-validation procedure as in the naive Elastic Net, is followed.

Algorithm 5 Pseudocode for EIC implementation in R

Input: A n X k matrix, namely A, containing the dataset with each X; column
representing a variable.

Output: A 1 x k data frame containing the EIC value for each X; variable
indicating the level of multicollinearity.

Procedure: Compute 4;, ﬁé/en, and RJZ’ on Parameters of Equation 6.2 for each X;
variable

Step 1: Set the vector of the considered values alpha («;.,), namely alpha.sample
<- c(seq(0, 0.1, by = 0.01), 0.5, seq(0.9, 1, by = 0.01)).

Step 2: Perform cva.glmnet function, which is a part of glmnetUtils pack-
age, by setting the following arguments: x = A[, -1], y = A[, 1]) and alpha
= alpha.sample.
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Step 3: The resulting arguments are as follows: alpha is the a;,,, lambda is the

AM,en, and ,B]p,en are the penalized coefficients of the explanatory variables of the
model considered.

Step 4: Compute the absolute value of each of the resulting ,B];',,m coefficients raised
to the power of 1 + a1 ¢y,.

Step 5: Sum all the values resulted through Step 4 in order to calculate the numer-
ator of Equation 6.2.

Step 6: Compute the R? of the X; variable regressed against every other variable in
the dataset which corresponds to the R? | of Equation 6.2, based on the coefficients

1,en
as resulted through Step 3.

Step 7: Replace the result of Step 3-5 on Equation 6.2 and then calculate the EIC;
value, which corresponds to the multicollinearity level of the X; variable.

Step 8: Repeat Steps 1-6 for the remaining k variables.

6.1.2 Data-driven threshold

To verify the presence of multicollinear variables with EIC, the following threshold
determined by the collection or analysis of data has been proposed.

threshold = Agy + 3 X s.e.(Aen) (6.4)
k . -
where A,, = Zj:lkA”e" and s.e. stands for the standard error (of the sample mean A,;,.)
Adding three standard errors to the threshold, which is a typical quality control
bound, reduces the possibility of wrongfully variable rulings.
Given a dataset of k variables and based on Equation 6.2 and Equation 6.4, one

can conclude that a variable does not display multicollinearity for values of EIC
lower than the threshold:

k .
Z ’,B]p en ‘ l+aj’f"
p=1 "

< Aen +3 xs.e.(Aen) (6.5)

Algorithm 6 Pseudocode for the threshold of EIC in R

Input: A n x k matrix, namely A, containing the dataset with each Xj column
representing a variable.
Output: A single number which serves as threshold for ruling about the existence of
multicollinearity.

Procedure: Compute Equation 6.4 for the input dataset

Step 1: The implementation of Steps 1 and 2 of Algorithm 5 will result in the A1 ¢,
which corresponds to the X; variable.
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Step 2: The completion of Algorithm 5 will produce the values of A1y, A2en, - -,
Aken parameters. Calculate their arithmetic mean.

Step 3: Find the standard error of the mean via the function std. error and triple
the result.

Step 4: Sum the values resulted from Step 2 and 3 to form the threshold value of
Equation 6.4.

Remark: The proposed criterion resolves a defect in classical diagnostic mea-
sures, like VIF, by being capable of detecting interdependency patterns among vari-
ables. In that sense, it provides a powerful and supportive tool in econometric anal-
ysis, which is expected to complement effectively all other aspects (purpose of the
study, researcher’s judgement, etc.) of the decision-making process.

6.2 Numerical Applications

There are continuous and recurrent discussions in econometrics, regarding the way
to effectively address the issue of multicollinearity. It is believed that, to some ex-
tent, this is due to the absence of simulated studies and the fact that in real cases,
available data are simple and direct, which prevents an in-depth understanding of
the issue, when in fact econometric research is considered particularly complex. In
this research area, variables tend to be interdependent, while sample sizes are rela-
tively limited. Therefore, due to the nature of the problem, it is difficult to have an
interpretable application in real data. In order to investigate the validity of EIC, a
real case scenario based on a dataset on the economic growth of a country’s prosper-
ity is presented bellow, followed by a simulated case study. In both experiments, a
comparison concerning the proper variables’ prediction rate, between EIC and var-
ious other measures has been implemented for evaluating the effectiveness of the
proposed methodology.

6.2.1 Real case study

For validation purposes on real data, the following experiment was conducted. For
evaluating a country’s prosperity and having a better understanding of where its
economy is headed, several economic growth indicators have developed through-
out the decades. Some main closely monitored and widely applied indicators in-
clude the Balance of Trade to GDP (BoT), the Government Debt to GDP (GovDebt),
the Gross Domestic Product Growth Rate (GDPgg), the Inflation Rate (Infr), the In-
terest Rate (Intg) and the Unemployment Rate (Unemg). A dataset consisting of
these 6 variables with annual observations covering the time period 2000 to 2020 for
Greece was formulated for illustrating the performance ability of the proposal EIC
criterion as compared with traditional diagnostic measures. Data originated from
the OECD database (2021), the Trading Economics (2011), and the World Bank Open
Data (2021). Based on the dataset, a direct interdependency pattern between GDP;r
and both GovDebt and BoT exists, since the latter two appear as percentages of the
former. According to the relevant bibliography (see e.g. Dumitrescu et al. (2009),
Fried and Howitt (1983), and Oner (2020)), correlations are observed between the
variables involved in the dataset. The aim is (a) to observe whether the measures
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mentioned in Section 1.1.1 can identify the aforementioned interdependency pattern
among the variables, and (b) to observe how EIC corresponds to the same situation.

Individual Multicollinearity Diagnostic Measures

EIC | VIF | TOL | CI | F-Gw; | Leamer | IND1
BoT 0 1 1 0 1 1 0
GovDebt | 0 0 0 0 1 0 0
GDPgr 1 0 0 0 1 0 0
Infr 0 1 1 1 1 0 0
Intg 0 0 0 1 1 0 0
Unempg 0 1 1 1 1 1 1

TABLE 6.2: Detection of existence (1) or not (0) of multicollinearity by
diagnostic measures

Multicollinearity Scenario #1 Multicollinearity Scenario #2 Multicollinearity Scenario #3 BoT

GovDebt
@ core
@ i
@
@ Urem:
DiagnosticMeasures
@cc

<]
ToL

Filter layer

Input layer

FIGURE 6.1: Neural Network-like infographic for diagnostic mea-
sures performance

In Table 6.2/Figure 6.1 for each variable, the existence (1) or not (0) of multi-
collinearity was detected by various diagnostic measures. As it can be seen, F-G
w;, Leamer, and IND1 measures perform poorly. Thus, the analysis will be focused
solely on the comparison of EIC with VIF, CI, and TOL. In Figure 6.1 the performance
of these measures can be seen in a neural network-like infographic. In the Input
layer, we have the 6 variables of the dataset. In the Filter layer, the implementations
of EIC, VIF, IC, and TOL can be seen in that order. In the Output layer, we have the
three possible multicollinearity scenarios and expect the diagnostic measures to fall
into one of them. Based on the above, the three scenarios are: (i) multicollinearity is
detected only on GDPgg, (ii) multicollinearity is detected on BoT and GovDebt; and
(iii) multicollinearity is detected on all three, namely GDPgg, BoT and GovDebt.

Based on Table 6.2/Figure 6.1 we observe that except EIC, the other measures,
identify as multicollinear some of the variables BoT, Infg, Intg, and Unemg. How-
ever, the EIC restricts the multicollinearity issue solely to GDP¢r and identifies it as
the “root” of multicollinearity in the dataset, as can been clearly seen in Figure 6.1
that falls into one of the three scenarios. It must be noted that the selection of this
variable is of great importance due to its linkage to all others, and because this con-
nection goes undetected by all other measures. On the other hand, the results clearly
show that classic diagnostic measures, like VIF, fail to recognize the underlying pat-
tern among the variables involved. On the other hand, the proposed EIC criterion
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not only exposes the pattern but also identifies its root and recommends, correctly,
its removal from the dataset.

This example clearly shows that EIC succeeds in identifying interdependency
patterns when all other diagnostics measures fail. If such patterns are non-existent,
all measures are expected to behave equally well. The superiority of the proposed
criterion lies in the fact that it offers a powerful tool for pattern identification, which
could be useful for researchers.

6.2.2 Simulation case study

This study is based on data generated from a standardized normal distribution with
different scenarios, sample sizes, and number of variables. The number of variables
ranged from 5 to 15, while the number of observations was 10, 50, and 100. Each sce-
nario was replicated for validation purposes, providing similar results in all cases.
Based on the similarity of the results, the decision to present the results for the same
number of variables (10) and the same size of observations (100) throughout the
study was made for comparability purposes.

The study focuses on three datasets with different degrees of correlation among
variables, 20%, 45% and 75% for datasets “low”, “medium” and “high” respectively.
For each dataset, a sized 100 x 10 data frame was created and replicated 5000 times,
with each X, j = 1,2,...,k, column representing a variable. For each dataset, sev-
eral variables have been selected to be altered and involved in the analysis as linear
operators of X; with the subsequent formula:

Xj:uxX1+(7><e, Xj;'éXl, (6.6)

where u is a random number in {1, 2, 3, 4, 5}, ¢ ~ N(0,1) and ¢ is a constant
that controls the variability of errors. For o we use values in the set {0.2, 0.5, 1, 2,
5}. As in the case of the motivating example (Section 6), u has been chosen to pro-
vide an additional, more general, interdependence between the variables involved.
Equation 6.6 was formulated out of necessity for implementing a more general in-
terdependency pattern among the variables involved. Simultaneously, there was a
need to explore the capabilities of the proposed methodology under a more chal-
lenging underlying mechanism (as opposed to the case of a fixed value for the u
coefficient) for the building of the model in Equation 6.6. The selected linear trans-
formations of X; are: X, for the low, X5, X3, X4, X¢ and Xg for the medium, and all
X; except Xg and X for the high correlation-based category.

FIGURE 6.2: Parallel coordinates graph of EIC vs VIF
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In Figure 6.2 we can observe the proportion of times each variable appears as
multicollinear based on VIF (lower line) and EIC (upper line) in three (low/yellow
- medium/green - high/red) correlation-based categories. Note that only the vari-
ables with non-zero proportions are displayed.

Note that the EIC was chosen to be compared only with the VIF, which is con-
sidered the most widely used diagnostic measure. A random sampling between the
replications was held and the detection process with all measures was implemented,
which did not display noteworthy results and verified the above-claimed decision.

The Parallel Coordinates Graph of Figure 6.2, which was carried out in RAW-
Graphs (Mauri et al. (2017)), provides the percentage of times each X; variable ap-
pears as multicollinear based on EIC (upper line) and based on VIF (lower line)
with yellow lines corresponding to low, green to the medium and red to the high
correlation-based dataset. High values (close to 1, i.e., 100%) indicate extreme mul-
ticollinearity, while low values (close to 0, i.e., 0%) indicate weak (or absence of)
multicollinearity. As an example, consider the yellow line (low correlation dataset)
associated with the variable X; (which has been taken to be non-multicollinear). The
EIC correctly identifies the non-multicollinearity of X; since the upper line is crossed
at a value less than 0.05 (the actual value is 0.01). Meanwhile, VIF fails to identify
the same. Indeed, although the yellow line should have been vertical (crossing the
lower line at about the same value as the upper line) the crossing is observed far to
the right, at a value between 70% and 80% (the actual value is 0.76) indicating that
VIF characterizes, incorrectly, X; as multicollinear.

Based on the above observations according to Figure 6.2, we can conclude that
only EIC succeeds in correctly identifying the level of multicollinearity of all vari-
ables involved with X; appearing on the left corner (of the upper line of Figure 6.2)
and all others on the right corner. We also observe that as correlation increases (from
yellow to red), VIF is deceived and fails to recognize the unaltered variable (X;) but
instead, it signifies it, falsely, as the most multicollinear variable, which may result
in variable over-elimination and improper model selection.

level

vediom
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FIGURE 6.3: Proper model selection based on EIC and VIF for all three
correlation-based categories.

In the sunburst diagram (Mauri et al. (2017)) of Figure 6.3, one can see the per-
centage rate at which each measure (VIF in the inner circle and EIC in the outer
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circle) managed to properly do correct variable selection in each of the three cate-
gories. In Figure 6.3, VIF tends to do variable over-elimination and by expansion
model misspecification. When the proper variables have been selected (all X; except
X; for low, X1, X5, X7, X9 and Xjo for medium, X;, Xg and Xjo for high), then all
the other (improper) variables have been selected too. Thus, one can state that the
accuracy rate of proper variable selection based on VIF is 0%. On the contrary, the
equivalent rate based on EIC surpasses 50% in all cases.

6.3 Conclusions

Conclusively, the suggested Elastic Information Criterion procedure results in a ro-
bust and easily interpretable methodology for handling multicollinearity along with
the appropriate data-driven threshold. The criterion constitutes a novel shrinkage
and selection method since it is based on both the coefficient of determination and
beta coefficients penalization, emerging in virtue of a biased (towards the endpoints
of the mixing parameter «) Elastic Net, while the threshold has been established
based on A ., tuning parameter of the same procedure. Thus, EIC is governed by
the same or similar properties as those of Elastic Net. Additionally, it demonstrates
a sufficiently sparse representative model with an adequate proper variable predic-
tion rate, while firmly encouraging a grouping effect even when the significance of
a variable is relatively limited.

The results of the real and simulated data analysis strongly suggest implement-
ing EIC not only for econometric modelling and forecasting but also for classification
purposes due to its high efficiency rate. EIC does not commonly fail with highly cor-
related data as opposed to typically used measures for multicollinearity detection,
while its high prediction accuracy is due to the restricted values of the parameter «.
Furthermore, EIC tends to perform better when the Elastic Net procedure is imple-
mented at or near the «;,, edges while it appears to have a robust variable selection
accuracy rate over both real and simulated case studies. The pivotal characteris-
tic of reduction or ejection of the insignificant coefficients that Elastic Net attains,
manages to enhance its efficiency rate. In comparison to other multicollinearity de-
tection measures, it is evident that EIC prevails in terms of proper variable selection
accuracy. An additional finding of this work is that the implementation of EIC can
be vital in the field of Econometrics, where interrelationships among variables fre-
quently occur. Its capability to identify where (in which variable(s)) the troublesome
multicollinearity lurks and penalize it accordingly minimizes a models’ bias without
resulting in variable under or over-elimination.

EIC, as a criterion for implementing the EN mechanism, is particularly effective
in tackling multicollinearity that lurks behind variables (Hastie et al. (2001), Zou
and Hastie (2005)) . Indeed, as displayed above in all levels and as compared with
the most widely used measures, EIC (a) identifies the existence of patterns among
variables, (b) is capable of recognizing and “selecting” the altered variables, leaving
the unaltered ones intact and (c) achieves extreme values in the presence of perfect
multicollinearity and also in the total absence of it. Based on these characteristics
and properties we can say that the effectiveness of EIC can place it high in the list of
measures that can be used to address the multicollinearity issue and in that sense it
can be considered as a useful and effective tool in the hands of the researcher to be
used in conjunction with their judgement, experience and knowledge together with
any special features associated with the problem/dataset at hand.
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In addition to the contributions of the proposed criterion to the multicollinearity
literature, another advantage of EIC is that it operates as a variable/model selection
criterion and consequently it can be exploited as a dimension reduction technique.
It should be reminded, that these classical dimension reduction techniques, suffer
from the fact that each generated component is a combination of different propor-
tions of the original variables; thus it is often difficult to interpret the results (Zou et
al. (2006)). On the other hand, the proposed EIC criterion manages to preserve the
interpretability of the original variables because it relies simultaneously on shrink-
age and sparse selection.
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Chapter 7

A Comparative Study of
Multivariate Analysis Techniques
for Highly Correlated Variable
Identification and Management

The purpose of this work is to locate and analyse the interrelationships between
GDP and various variables which are interdependent and often characterized by a
high degree of multicollinearity. The OECD define GDP as “the standard measure of
the value added created through the production of goods and services in a country during
a certain period. As such, it also measures the income earned from that production, or the
total amount spent on final goods and services (less imports). While GDP is the single most
important indicator to capture economic activity, it falls short of providing a suitable measure
of people’s material well-being for which alternative indicators may be more appropriate. This
indicator is based on nominal GDP (also called GDP at current prices or GDP in value)
and is available in different measures” (OECD (2019)). Based on well-established and
proven studies, it is known that GDP can be expressed by

GDP =C+1+G+ (Ex—Lm) (7.1)

where C represents the Private Consumption Expenditures, I the Private Domestic
Investments, G the Government Consumption Expenditures, Ex the Total Exports
and Im the Total Imports.

GDP is frequently used by central banks, public entities and private businesses
as a standard measurement for the economic health of a country (Callen (2008)).
For predictive purposes, researchers often rely on economic or financial indices and
model identification procedures. den Reijer (2005) and Schumacher (2007) both stud-
ied the forecasting of Dutch and German respectively, GDP through variable mod-
elling. Later, Akhter et al. (2012) used PCA in order to obtain a model for the GDP
of Bangladesh. Bai et al. (2015) have shown the accuracy of variable analysis in the
evaluation of the economy of a country, including variables such as Unemployment
Rate, Investments, Population and General Government Total Expenditures, which
are part of the current model analysis. Because of its unstable economy, Greece is
the focus of many economic analyses from organizations such as the OECD, Euro-
stat, International Monetary Fund, and there is sufficient material and data on their
websites one can refer to.

IThe results of this Chapter have been published as:
Ntotsis, K., Kalligeris, E.N. and Karagrigoriou, A.: A Comparative Study of Multivariate Analysis
Techniques for Highly Correlated Variable Identification and Management, In- ternational Journal of
Mathematical, Engineering and Management Sciences, 5(1), 45-55, 2020.
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The explanatory variables (Table 7.1) that were chosen are highly correlated and
result in severe multicollinearity in the primary model, which appears to be a fre-
quent problem in financial and economic big data analytics (Wang and Alexander
(2019)). For the reduction or even elimination of the multicollinearity, which is a
common issue in data analysis in finance and economics (Kondo et al., (2018)), a
number of dimension reduction techniques were used in order to identify an op-
timal model with a set of new uncorrelated variables/variables. In this work, for
comparative purposes and for measuring the quality of each model, three informa-
tion criteria were used, namely AIC (Akaike (1974), BIC (Schwarz (1978)) and MDIC
(Mantalos et al. (2010)).

Exports of Goods and Services (X ) Investments (X5)
General Government Total Expenditures (X) Population (X¢)
Household Consumption Expenditures (X3) Total Labor Force (X7)

Imports of Goods and Services (X4) Unemployment Rate (Xg)

TABLE 7.1: Explanatory variables

In this work we rely on multivariate analysis and in particular, on DRT for the
modelling of the GDP by identifying an appropriate set of variables from a long
list of possible explanatory interdependent variables which likely interact with and
affect the GDP. The choice of GDP is obvious since it is a quantity of great interest
for micro as well as macroeconomics. The case of Greece is chosen due to extreme
economic events of recent years that greatly affected all aspects of economic activity.

7.1 Preference Data

Gross Domestic Product is interrelated, according to relevant theory, with a variety
of explanatory variables which possibly affect GDP.

This work is based on Greece’s economy with annual data collected through
Knoema, OECD and Eurostat for the eight (8) explanatory variables X1-X8 presented
in Table 7.1 for the period 1980- 2018 (39 annual observations). Three (3) missing
values have been replaced by the average values of the preceding and the following
year.

7.2 Dimension Reduction Techniques

Based on the overall results of the implementation of PCA and the fact that it is
preferable to avoid the loss of important information, we conclude that the first two
components (Z; and Z) should be kept (see Table 7.2) regardless of the eigenvalues
because they retain a considerable amount of the total information/variability (more
than 95% of the original variability of the data). The described variability played a
key role in the aforementioned decision, since the intention was to keep that many
components, so that a considerable proportion of the original variability will be de-
scribed by the components chosen.
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1st Component (Z;) 2nd Component (Z5)
General Government Total Expenditures (0.97) Investments (0.62)
Household Consumption Expenditures (0.99) | Unemployment Rate (0.74)
Imports of Goods and Services (0.97)
Total Labor Force (0.97)

TABLE 7.2: The two primary PCs

Remark: To determine which variables were significant in each component, the
following empirical rule was followed. For the two chosen components, the vari-
ables for which the absolute value of the associated coefficient is at least equal to
0.95 are kept as significant. A value of around 0.95, although there is no specific
rule, is considered to be satisfactory in retaining a sufficient amount of information.

For the problem at hand, the first component, denoted by Z;, holds more than
80% of the total variation of the dataset, while the second one, denoted by Z,, holds
roughly 15% of it. The rest of the components contain the remaining percentage of
variation. By construction, the first component is considered to be the most impor-
tant, on which the analysis is primarily based. Having said that, we observed in
the above analysis, 6 of the total of 8 variables emerge as important according to the
associated coefficients given in parenthesis (see Table 7.2).

Remark: For modelling purposes both PCA significant variables/components
(Z1 and Zy) are used in their full form that contains, not only the significant variables
(with coefficients at least equal to 0.95) which are presented in Table 2, but all m=8
original X/s.

As it can be seen from Table 7.2, General Government Total Expenditures, House-
hold Consumption Expenditures, Imports of Goods and Services and Total Labor
Force emerge as important in the first component while Investments and Unem-
ployment Rate in the second one.

Hence, using this technique we proceed with the Multivariate Analysis of the
Gross Domestic Product with Z; and Z; as the uncorrelated variables affecting GDP.

The implementation of the Merits,, procedure (Section 3.1.8) results in the with-
drawal of 5 out of the total 8 original variables. The remaining variables, namely
General Government Total Expenditures, Household Consumption Expenditures
and Imports of Goods and Services are considered as the important ones in the mod-
elling of GDP. It must be noted that the same variables together with the Total Labor
Force compose the first and most important component (Z;), of PCA.

721 Techniques Review

The aforementioned dimension reduction techniques were implemented for the iden-
tification of interrelationships between a number of potentially significant variables
and GDP. While in some cases similarities between the techniques were revealed, all
three highlight different variables as important, as it can be seen in Table 7.3.

Beale et al. PCA CFS
Total Labor Force | General Government Total Expenditures | General Government Total Expenditures
Unemployment Rate | Household Consumption Expenditures | Household Consumption Expenditures
Imports of Goods and Services Imports of Goods and Services
Investments
Total Labor Force
Unemployment Rate

TABLE 7.3: Variable selection based on examined criteria
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7.3 Model Selection Criteria

Model identification procedures play a pivotal role in statistics by identifying the
best model among an available class of models. Those techniques are contemplated
as assessors of a quantity. For example, for a given data set the probability of the
proposed model can be used as an assessor, which is essential for the pursuit of
identifying the optimal fundamental structure of the phenomenon under investiga-
tion.

Model identification procedures have been heuristically recommended for time-
varying processes. Kullback and Leibler (1951) developed such a measure that min-
imizes the loss of information. A direct connection between the Kullback-Leibler
(KL) measure and the Maximum Likelihood Estimation (MLE) method, gave rise to
AIC and BIC. In this work, we rely on AIC, BIC and MDIC to obtain the optimal
model.

7.3.1 Model Selection based on AIC

In the previous section three-dimension reduction/variable selection techniques were
used in order to find the optimal explanatory variables for the modelling of GDP,
namely, Beale et al., PCA and Hall’s CFS Selection technique. Using GDP as the
dependent variable and the selected variables of each technique as the independent
ones, the following three models were constructed corresponding to the aforemen-
tioned techniques respectively:

Y; = aq1 + BuXiy + P12 Xig + &1 1=1,...,39
Yi = a1 + Bo1Zin + BoZin + € i=1,...,39

Y; = a3y + B31Xip + B32Xi3 + B33 Xiy + €3 i=1,...,39.

The results based on MDIC in conjunction with those based on AIC and BIC are
provided in Table 7.4

AIC | BIC | MDIC

Beale et al. | 2009 | 2015 5
PCA 1925 | 1941 37
CFS 1901 | 1909 7

TABLE 7.4: Model Selection Summary

From the results in Table 7.4, it appears that the optimal model based on AIC is
the one formulated by Hall’s CFS technique and contains the General Government
Total Expenditures, the Household Consumption Expenditures and the Imports of
Goods and Services as the independent variables.

Additionally, in Table 7.4 the AIC values range from 1900-2000 for all three meth-
ods, with CFS providing the best model. Based on BIC, we conclude the same out-
come as AIC. However, as can be seen from the figure, MDIC provides by far the
most optimal models with values ranging from 5 to 37. Based on this measure, Beale
et al. and CFS provide the optimal models.
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7.4 Conclusion and Future Research

In conclusion, in this work, we attempted via dimension reduction techniques, to
identify interrelationships between the GDP of Greece and a number of variables
which are highly correlated. Beale et al. (1967), PCA and Hall’s CFS techniques were
implemented and suggested different models with different variables (see Table 7.3).

More specifically, Beale et al. proposed a model with the Total Labor Force (X7)
and the Unemployment Rate (Xg) as independent variables. This technique clearly
focuses solely on the workforce point of view in order to achieve the optimal model.
PCA, on the other hand, instead of using the original variables, created new uncorre-
lated ones. In fact, PCA promotes a model with two uncorrelated variables (Z; and
Z3). Through them, 6 out of a total of 8 variables emerge as important, namely X»,
X3, X4, X5, X7 and Xg (see Table 7.2). It should be noted that the variables selected
as significant have also been chosen either by Beale’s or Hall’'s models. The third
technique, CFS, proposed a model with the General Government Total Expenditures
(X2), the Household Consumption Expenditures (X3) and the Imports of Goods and
Services (Xy) as significant variables affecting GDP.

Based on theoretical background (see Equation 7.1), it appears that the CFS model
covers most part of GDP’s formula and seems to be able to identify and select the
“right” subset of variables from the original ones. Indeed, although CFS does not
select the Investments and the Exports of Goods and Services which both are part
of the variables involved in Equation 7.1, it is able to identify, the Imports of Goods
and Services (which is part of the Imports), the Government Expenditures and the
Household Consumption Expenditures. Note though, that the CFS model also choo-
ses to ignore demographic variables, which affect indirectly and not directly the
modelling of GDP through their interrelationships with all variables involved in
Equation 7.1.

The theoretical interpretation of the results is confirmed by two out of the three
model selection criteria that were used, and their results are provided in Table 7.4.
Both AIC and BIC select Hall’s CFS model, while MDIC selects Beale et al. model.

From the analysis, we see that the PCA model is not optimal in all cases exam-
ined. When it comes to CFS and Beale et al., we observe that, both AIC and BIC,
choose clearly the former, leaving way behind the latter. On the other hand, al-
though MDIC is in favour of Beale et al. (1967), the difference observed as compared
to CFS, could not be considered significant.

The main obstacle that we had to overcome in this work was the problem of
multicollinearity, which is very common, especially when it comes to modelling that
involves big data on various financial characteristics and/or economic indicators.
The case of the GDP of Greece was an ideal example to explore the capabilities of
various multivariate analysis techniques in handling the multicollinearity problem
and identifying a set of influential variables.

Taking that under consideration, it is possible, in a future work, to attempt to ex-
plore how different model selection criteria react or are able to make the right vari-
able/model selection, when multicollinearity is of different magnitude. Through
this process one could be able to identify the criterion which is better adjusted and fi-
nally succeeds in choosing the optimal model when the variables involved are highly
correlated.
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Chapter 8

Multistep Dimension Reduction
for Credit Scoring Modelling

A credit scoring model (CSM) is an effective and important mechanism that helps
in maximizing the risk-adjusted return of a financial institution, an enterprise or
even an individual. A credit scoring methodology is a type of statistical analysis for
accessing one’s creditworthiness, and as such it has to be as accurate as possible in
terms of prediction. The interest in predictive as well as descriptive performance for
scorecard construction is endless.

Credit rating modelling has been of great interest to Finance and Banking since
as early as the 50s and the 60s. Various techniques have been used over the years
based on logistic regression, discriminant analysis, support vector machines, neu-
ral networks etc. (Eisenbeis (1978), Hardy and Adrian (1985), Bellotti and Crook
(2009), Chen et al. (2011), Yu et al. (2010), Boritz and Kennedy (1995), Kumar (2005),
Paleologo et al. (2010), Mavri et al. (2008), Mavri and Ioannou (2004)).

The objective of this work is the proposal for descriptive (classification) as well
as predictive purposes, of an innovative approach to flexible and accurate credit
scoring modelling which is of significant importance in Finance and Banking due to
its direct connection to one’s creditworthiness.

For the development of a flexible and reliable forecasting modelling approach,
we deal with binary regression type models with financial as well as credit be-
haviour data (Section 8.1.1) and focusing on the classification of businesses accord-
ing to the risk of default (Basel Committee on Banking Supervision (2004)) into two
classes for “good” (i.e., with “no delinquency”) and “bad” (i.e., with “severe delin-
quency”) credit behaviour (Section 8.1.2). Finally, the problem of dimension reduc-
tion in CSM is addressed by combining regularization methods and model identi-
fication techniques. The combination of financial and credit behaviour data (e.g.,
credit behaviour characteristics such as credit limit, current balance, frequency and
amount of loan instalments, etc.) is quite original as most countries and institutions
use only financial data for credit scoring modelling (Boguslauskas et al. (2011)).

For the modelling, we propose a 3(4)-step algorithmic procedure for dimension
reduction with an initial preliminary data pre-processing step (step0). The latter is
used for creating dummy variables using Weight-of-Evidence (WoE), a tool for mea-
suring the degree of strength for separating bad and good enterprises. The main
part of the algorithm is based on dimension reduction techniques taking into con-
sideration a stepwise regression based on AIC (stepAIC) and a PCA. The proposed

LThe results of this Chapter have been published as:
Giannouli, P, Karagrigoriou, A., Kountzakis, C.E. and Ntotsis, K.: Multilevel Dimension Reduction for
Credit Scoring Modelling and Prediction: Empirical Evidence for Greece, Communications in Statis-
tics: Case Studies, Data Analysis and Applications, 7(4), 545-560, 2021.
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procedure allows for an optional 4th step based on ENR (Zou et al. (2005)) for further
dimension reduction if the researcher feels that it is of use.

Through this study, we expect to succeed in (a) the categorization/classification
of businesses (enterprises) into good and bad, regarding credit scoring, through sta-
tistically significant explanatory variables and (b) the selection of the optimal fore-
casting model for predicting the credit scoring of Enterprises.

8.1 Data Description and Pre-Processing

The proposed procedure is applied to the Greek system separately for Small and
Large Enterprises/Businesses (according to their revenue - see Section 8.1.1) with
data collected through a Credit Bureau operating as an inter-banking information
system, in Greece. The analysis is based on a random sample of Greek enterprises
collected through a Credit Bureau operating in Greece, for the period 1/1/2012 -
31/12/2014. The dataset consists of 88 variables with the following characteristics:

Enterprises | N u‘mber Qf N umjber of C%‘edit Total Number of
Financial Variables | Behaviour Variables Observations
Small 27 12 73.661
Large 37 12 131.752

TABLE 8.1: Data characteristics for Small and Large Enterprises

8.1.1 Data Description

The data for the analysis in this work constitute a representative random sample of
4579 Greek businesses chosen from the database of Tiresias S.A., a Credit Bureau
operating as an inter-banking information system in Greece, and have been recently
analysed in Giannouli and Kountzakis (2019). Tiresias database contains financial
data including credit-related data for individuals and all Greek businesses. The ran-
dom sample used in this analysis consists of 1889 Small Businesses (with revenue
at most 700,000 euros) and 2690 Large Businesses (with revenue at least 700,000 eu-
ros). It should be noted that enterprises (i) with insufficient history (of less than six
months), (ii) that have chosen not to display their data in the system, and (iii) with
negative behaviour (bad credit) during the observation period, have been excluded
from the analysis.

In this work, as it is typical in such analyses (Siddiqi (2006)), a period of twelve
months (from 01/01/2014 to 31/12/2014) is used as a performance period and a
2-year period as an observation period (from 01/01/2012 to 31/12/2013).

The purpose of the analysis is the modelling of a response variable represent-
ing business credit behaviour characterized as either “good” or “bad”. (For more
details on the distinction between “bad” and “good” businesses, please see Section
8.1.2). The variables used for the analysis are divided into two main categories that
correspond to

* Financial Data found in the enterprise’s balance sheet including the associated
Financial Ratios (Barnes (1987), Boguslauskas et al. (2011)), and

¢ Credit Behaviour Data found in the Credit Consolidation System (CCS), the
Default Financial Obligation System (DFO) and the Mortgages and Pre-notations
to Mortgages System (MPS) like Delinquency Index, Credit Limit, Current
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Balance, Current Balance Delinquent, Frequency of instalments (for loans),
Amounts of instalments, Deletion flags etc., and variables emerged from them.
For a full description of the variables used, see Giannouli and Kountzakis
(2019).

In statistical terms, the scope of this work is the modelling of a binary classi-
fication problem for credit scoring. For the analysis, we will be using multivari-
ate analysis techniques including logistic regression and model selection criteria for
the identification of the most significant financial and credit behaviour variables for
predictive purposes. The analysis is performed separately for Small and Large Busi-
nesses with the description of the selected variables given in Appendix B.

8.1.2 Credit Performance Characterization

The models proposed in this work intend to classify businesses’ ratings according
to the risk of default on their obligations. The proposed models include variables
associated with the enterprise’s both past and present financial behaviour. More
specifically, the primary purpose of the proposed model is to discriminate businesses
with a “bad” credit behaviour from those with a “good” credit behaviour based on
the available data for the performance period.

The “bad” and “good” credit behaviour of a business is defined as follows (Basel
Committee on Banking Supervision (2004), Siddiqi (2006)):

1. Businesses with a “Good” (positive) credit behaviour are businesses with no
delinquency, businesses with either maximum delinquency from 0 to 29 days
past due, during the last 12 months or with credit limit utilization over 102%
for 0 to 29 days, concerning Small and Medium-sized Enterprises (SME) Over-
drafts.

2. Businesses with a “Bad” (negative) credit behaviour are businesses showing
severe delinquency, with either

a SME Contracts (excluding Overdrafts) with maximum delinquency dur-
ing the last 12 months, greater or equal to 90 days past due or

b SME Overdrafts with maximum delinquency during the last 12 months,
greater or equal to 90 days past due or credit limit utilization over 102%
for time period greater or equal to 90 days with over limit amount greater
than 100.

3. For the case of Guarantor, the characterization “Bad” refers to case (2) above
with 150 instead of 90 days or more.

It should also be mentioned that an enterprise is characterized as having a “Bad”
credit behaviour if during the performance period, a new DFO (loan denunciation)
has occurred.

Finally, it is noted that the (credit) utilization of an enterprise is the ratio of the
outstanding balance of the enterprise to its credit limit.

8.1.3 Step 0: Data Pre-processing

In order to prepare the data for the main part of the analysis in DR, we proceed in this
section, into standard pre-processing operations by grouping the variables and/or
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forming dummy variables with the use of WoE, also known as attribute strength,
which represents the odds ratio and is defined by Siddiqi (2016):

Distr.Good _ Good/ Total Good
Distr.Bad > *100 = In ( Bad/Total Bad ) * 100

where Good/Total Good is the proportion of good businesses having a specific at-
tribute and Bad/Total Bad is the proportion of bad businesses having the same at-
tribute. Such an approach is known to offer a number of advantages, including:

WoE :ln<

* an easy approach for outlying any infrequent observations and/or classes;

* easy to interpret relationships and explain their nature, therefore providing a
better understanding of the phenomenon under investigation;

* non-linear dependencies can be analysed with the use of linear modelling tech-
niques.

Such a procedure ensures that WoE will be sufficiently different among groups
and hence, it will be expected to maximize the differentiation between bad and good
enterprises, which is the primary objective of the analysis. Indeed, through such
an analysis we focus on the identification of those characteristics that result in the
best separation. Note that for this purpose, we rely on the WoE difference groups
that play a key role in establishing and securing differentiation. As expected, larger
differences resulted in higher predictive ability. It is also noted that WoE must also
be in a logical order (i.e., in a ascending order from the worst to the best group
categorization) for it to make operational sense.

8.2 Proposed Multistep algorithm

In data analysis, the first and most crucial problem that a researcher should over-
come is the correct data interpretation. Indeed, whenever we deal with big datasets
like the ones in this work, we are entering into the field of BDA, where the exis-
tence of collinearity is, among others, one of the most serious problems encountered
associated with unreliable results.

During a preliminary analysis, various models, techniques as well as combina-
tions of techniques have been considered for both datasets for Small and Large En-
terprises, with the optimal combination resulting in a 3(4)-step algorithmic proce-
dure consisting of the following:

Step 1 Data Standardization

Step 2 stepAIC

Step 3 PCA

Step 4 Elastic Net Regularization (optional step).

The purpose of the above algorithm is the dimension reduction which is achieved
in two levels (in Steps 2 and 3): firstly, by the use of the stepAIC procedure applied
to the standardized variables of step 1, and later by performing PCA in the vari-
ables selected by stepAIC. Based on the data and the final results of this study, an
additional step (Step 4) is recommended to be included as optional, in the above
algorithmic procedure. The use of this optional step is recommended if the data
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justify its use. More specifically, after the 3-step algorithm is completed, a logistic
regression analysis is performed using the variables selected in the later step of the
procedure. The optional (4th) step can be considered as a 3rd level dimension re-
duction technique that removes, via ENR (Zou et al. (2005)), those PCs that do not
contribute significantly to the proposed logistic regression model. The optimal mod-
els for both datasets (for Small and Large Enterprises) were selected based on two
frequently used criteria, namely AIC and Adjusted R>.
The proposed algorithmic procedure addresses and succeeds to resolve

a. the problem of multicollinearity and any other consequence of dealing with
BD and

b. the limitation of the explanatory variables (variables) and, on one hand, making
it possible to identify a flexible and easy-to-use model for predictive purposes
and, on the other, a clear and precise interpretation of the results.

Step 1: Data Standardization

In standard data analysis, data standardization is often recommended before PCA.
Indeed, if PCA is performed directly on the original explanatory variables, the newly
emerged PCA variables fail to be (fully) independent, although this is the main goal
of the implementation of PCA. This phenomenon may be attributed to heavy mul-
ticollinearity between explanatory variables with different measurement scales. In
our analysis, we observed a high degree of multicollinearity as indicated by the Vari-
ance Inflation Factor (VIF; results not shown). In order to limit or eliminate it, data
standardization was done, which affected considerably the correlations involved.
After the first step of the procedure, multicollinearity in both datasets was observed
to be significantly reduced although it still existed.

Step 2: Stepwise AIC

After the data standardization, the stepAIC procedure was applied as the first di-
mension reduction/feature selection criterion. This technique is one of the most
common techniques used which attempts to identify the optimal subset of variables
by minimizing the AIC value among the competing candidate models which given
by AIC formula in Chapter 3. StepAIC has the ability to keep intact the larger pos-
sible part of the model’s performance by simplifying it which results in the quantifi-
cation of the amount of information loss. Note that, at each stage of the process, the
technique checks whether variables that were removed in a previous phase become
significant and are required to return to the model. For more, see Cavanaugh (2004),
Shang and Cavanaugh (2008), Yamashita et al. (2007), and Zhang (2016)

Table 8.2 contains the results of Step 2 while presented the selected variables to
be used in Step 3 of the analysis.



90

Chapter 8. Multistep Dimension Reduction for Credit Scoring Modelling

Small Enterprises

Large Enterprises

AIC = 1165

AIC =1215

R% =50%

R% =50%

Adjusted R? = 50%

Adjusted R? = 49%

9 Financial Variables

10 Financial Variables

Debt Equity Ratio Cash Ratio
Return on Equity Current Assets to Total Liabilities
Working Capital Leverage Net Profit Margin
Total Assets Turnover Ratio Current Liabilities Turnover Ratio
Return on Assets Fixed Assets to Equity
Total Liabilities Working Capital Turnover Ratio
Short-term Liabilities Total Liabilities

Result Curried Forward

Long-term Liabilities

Profit Before Taxes Depreciation
and Amortization Expense

Total Fixed Assets

Short-term Liabilities

6 Behaviour Variables

8 Behaviour Variables

Worst Payment Status in Last 3 Months

Maximum Ultilization Not Revolving

Maximum Number of Months Consecutive
with Over 100% Utilization in Last 6 Months

Worst Payment Status Last Month
vs Last 24 Months

Number of Occurrences with Delinquency
1+ in Last 12 Months

Worst Payment Status in Last 3 Months

Maximum Number of Months Consecutive with
Over 100% Utilization in Last 24 Months

Maximum Number of Months Consecutive with
Over 100% Utilization in Last 6 Months

Current Balance/Delinquency to Current Balance

Number of Occurrences with Delinquency
1+ in Last 12 Months

Worst Payment Status Last Month

Maximum Number of Months Consecutive with

over 100% Utilization in Last 24 Months
Total Current Balance
Current Balance/Delinquency to Current Balance

vs Last 24 Months

For variables interpretation see Appendix B

TABLE 8.2: Small and Large Enterprises model selection summary -
stepAIC

After the implementation of the stepAIC procedure, R* and Adjusted R? for
both Small and Large Enterprises remain unchanged as in the original full model.
Nonetheless, a noteworthy decrease in the AIC value can be observed in both cases.
The AIC of the full model drops from 1200 to 1165 and from 1235 to 1215 after the
implementation of the first -stepAIC- the DRT, in Small and Large Enterprises, re-
spectively. Additionally, even if the AIC resulted in the same values for the full and
the stepAIC models, the second one would be preferred due to its simplicity. One
substantial dexterity of StepAIC is that the resulted models contain approximately
only 38% (Small) and 36% (Large) of the variables used in the full model. As a result,
the proposed models are more flexible and thus, preferable for predictive purposes,
than the original ones based on AIC.

Step 3: Principal Component Analysis

The 2nd level dimension reduction procedure is applied to the 15 and 18 explanatory
variables (see Table 8.2) selected by stepAIC for the Small and Large Enterprises,
respectively. For this purpose, the classical PCA technique based on the correlation
matrix is used as the second dimension reduction technique

In both datasets under consideration, we choose to retain the components that
interpret approximately 90% of the overall variability of the original (standardized)
variables. It is noted that various scenarios were studied with 80% and 75% vari-
ability as well as Kaiser’s rule. The model with components (and by extension the
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PCA variables) interpreting 90% of the total variability was the one for which the
AIC and Adjusted R? values coincide with the corresponding values of the model
obtained by stepAIC at the end of step 2 of the process. Although there is no spe-
cific rule to identify the statistically significant variables for each V;, a proportion is
considered to be satisfactory when it is able to retain a sufficient amount of the orig-
inal information (Ntotsis et al. (2019)). Please note that this process simplifies the
model (by reducing the number of PCA variables) without sacrificing the validity
and effectiveness of the proposed model.

Based on the above Remark and in order to explain at least 90% of the total vari-
ability, for the Small Enterprises we retain only the first 9 out of 15, V; variables
while for the Large Enterprises we retain the first 11 out of 18, V; variables. For fore-
casting purposes, the logistic regression will be applied to both datasets, using the
model with the 90% variability. The results including the coefficient estimates for
both cases under investigation are presented in Tables 3 and 4.

Small Enterprises Regression

Estimate | Std. Error | test value | p-value
(Constant) 0.3155109 | 0.0075925 41.556 | < 2e-16
Vi -0.0662298 | 0.0016387 -40.416 | < 2e-16
V2 -0.0406558 | 0.0031273 -13.000 | < 2e-16
V3 0.0307734 | 0.0045453 6.770 | 1.71e-11
Vy 0.0187028 | 0.0057085 3.276 | 0.00107
Vs 0.0049364 | 0.0066315 0.744 | 0.45673
Ve 0.0001217 | 0.0094362 0.013 | 0.98971
% -0.0051696 | 0.0118533 -0.436 | 0.66279
Vs 0.0333873 | 0.0160883 2.075 | 0.03810
Vo -0.0375664 | 0.0199572 -1.882 | 0.05994
MSE: 0.33 | AIC: 1184.08
Multiple R-squared: 0.4984 | Adjusted R-squared: 0.496

TABLE 8.3: step 3 - Small Enterprises regression and AIC results

Large Enterprises Regression

Estimate | Std. Error | test value | p-value
(Constant) 0.238662 | 0.005891 40.515 | < 2e-16
Vi -0.045877 | 0.001012 -45.323 | < 2e-16
V2 0.041277 | 0.002426 17.018 | < 2e-16
V3 0.032956 | 0.003291 10.015 | < 2e-16
Vy -0.027626 | 0.004825 -5.725 | 1.15e-08
Vs 0.033111 | 0.005120 -6.467 | 1.18e-10
Ve -0.018376 | 0.006501 -2.827 | 0.00474
V7 -0.018376 | 0.007557 -1.432 | 0.15239
Vs -0.023566 | 0.009055 -2.603 | 0.00930
Vo -0.031837 |  0.010407 -3.059 | 0.00224
Vio 0.026516 | 0.011492 2.307 | 0.02111
Vi1 -0.049651 | 0.013419 -3.700 | 0.00022
MSE: 0.30 | AIC: 1268.686
Multiple R-squared: 0.4886 | Adjusted R-squared: 0.4865

TABLE 8.4: step 3 - Large Enterprises regression and AIC results
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One can see that AIC and Adjusted R? values are very close to the correspond-
ing values of the model selected with stepAIC prior to PCA implementation for both
categories of enterprises (see Table 8.2). In other words, both models selected at the
end of step 3 of the algorithmic procedure are much simpler than the ones selected
in step 2 and at the same time retain a considerable amount of information. Hence,
the second dimension reduction approach in step 3 chooses a number of proper vari-
ables for each class of enterprises (with 9 and 11, respectively, for Small and Large
Enterprises). Meanwhile, no significant alteration in Adjusted R? and AIC results
occurred compared to the full PCA models (with 15 and 18 variables, respectively).

Step 4: Elastic Net regularization — optional DRT

After the dimension reduction is completed, the final model is obtained by using a
logistic regression analysis separately for Small and Large Enterprises using respec-
tively, the 9 and 11 variables selected through the proposed algorithmic procedure.

Taking into account the regression results in Table 8.3 and Table 8.4, we can move
on to an optional third level of dimensionality reduction, as long as the results allow
it. Specifically, the results extracted through logistic regression revealed a number
of statistically non-significant PCA variables (e.g., at significance level a = 5%). The
reduction in the number of variables combined with the fact that the removed vari-
ables are statistically insignificant often results in models with a better AIC due to
a lower penalty term. In order to ratify the above observation, an ENR was imple-
mented.

The implementation of ENR reveals that in the case of Small Enterprises, the
PCA variables V; and V7 are statistically non-significant (a result also confirmed by
the Student’s t-test). The final proposed model, which can be used for predictive
purposes, given in Table 8.5, has a better AIC than that of step 2 of the procedure
and includes 7 PCA variables (with 15 initial - standardized variables each).

Small Enterprises Regression

Estimate | Std. Error | test value | p-value
(Constant) 0.315511 | 0.007588 41.581 | < 2e-16
Vi -0.066228 | 0.0016387 -40.449 | < 2e-16
V2 -0.040645 | 0.003125 -13.005 | < 2e-16
V3 0.030745 | 0.004542 6.769 | 1.73e-11
Vi 0.0186688 | 0.005705 3.272 | 0.00109
Vs 0.033111 | 0.005120 -6.467 | 1.18e-10
Vs 0.033330 | 0.016078 2.073 | 0.03831
Vo -0.037544 | 0.019945 -1.882 | 0.05994
MSE: 0.32 | AIC: 1180.042
Multiple R-squared: 0.4983 | Adjusted R-squared: 0.4967

TABLE 8.5: step 4 - Small Enterprises regression and AIC results

For Large Enterprises in Table 8.4 only V7 is statistically non-significant based on
t-test and also confirmed by ENR. It can also be seen from Table 8.6 that the resulted
model retains its credibility since it has the same AIC value as the model selected in
step 2, although it has one less PCA variable.

Remark 2: The procedure of the optional step 4 technique is applicable, provided that
there is at least one statistically significant variable in the final logistic regression model.
In this particular case study, the contribution for both cases could be considered relatively
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Large Enterprises Regression

Estimate | Std. Error | test value | p-value
(Constant) 0.238662 | 0.005892 40.515 | < 2e-16
V1 -0.045878 | 0.001012 -45.314 | < 2e-16
V2 0.041302 0.002426 17.025 | < 2e-16
V3 0.032987 | 0.003291 10.023 | < 2e-16
V4 -0.027586 |  0.004826 -5.716 | 1.21e-08
V5 0.033181 | 0.005120 -6.480 | 1.09e-10
V6 -0.018380 | 0.006502 -2.827 | 0.00474
V8 -0.023551 |  0.009057 -2.600 | 0.00936
V9 -0.031751 |  0.010409 -3.050 | 0.00231
V10 0.026567 | 0.011494 2.311 | 0.02089
V11 -0.049665 | 0.013422 -3.700 | 0.00022
MSE: 0.30 | AIC: 1268.743
Multiple R-squared: 0.4882 | Adjusted R-squared: 0.4863

TABLE 8.6: step 4 - Large Enterprises regression and AIC results

limited since the comprehensive dimensionality is reduced by three (dimensions) which also
contribute to the improvement of the overall performance of the model.

It is worth mentioning that the proposed models are quite useful and more ef-
fective than models based on financial data only. Indeed, both the adjusted R?> and
the model selection criteria verify the superiority of the combination of financial and
credit behavioural data by exhibiting a considerable improvement as compared with
the models based exclusively on financial data.

8.3 Conclusions

The objective of this work is the proposal for descriptive (classification) as well as
predictive purposes, of an innovative approach to flexible and accurate credit scor-
ing modelling for Small and Large Enterprises using a database from a Greek Credit
Bureau.

The originality and one of the main contributions of the proposed modelling
methodology lies in the fact that we effectively blend financial features together with
credit behavioural characteristics that have never been considered before. Further-
more, an algorithmic procedure that has been proposed and implemented into the
methodology constitutes yet, another contribution since it is responsive to the need
for dimension reduction, an issue frequently encountered in practice, especially in
problems classified as falling into the area of BDA. For this, we rely on modern reg-
ularization and classification methods which ensure the construction of flexible yet,
reliable credit scoring models. To the best of our knowledge, this is the first time
that the combination of the above multivariate techniques is being used and imple-
mented effectively, into credit scoring modelling.

As was mentioned earlier, among the advantages and contributions of the pro-
posed methodology one could mention the originality in using a blend of financial
characteristics and data related to the credit behaviour when authorities and institu-
tions tend to rely almost solely on the former. The method is also appealing due to
the use of popular logistic regression analysis. Indeed, it should be noted that after
the 2-level dimension reduction procedure we choose to use standard logistic regres-
sion instead of other complex methods because it has proved its efficiency over the
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years and is easily explained. Finally, the proposed methodology is responsive to
the need for dimension reduction for the construction of a flexible yet reliable credit
scoring model for purposes related to both prediction and description, with both
financial and credit behaviour statistically significant variables.

One of the distinct advantages and contributions of this work lies in the character
of the data used. Indeed, our findings clearly show the importance of using credit
behavioural variables since a number of such variables have been found to play a
key role in building credit scoring models both for Small and Large Enterprises.
More specifically, in the final model for the Small Businesses, each PCA variable de-
pends on 6 credit behavioural variables (out of a total of 15 variables) while for the
Large Enterprises final model each PCA variable depends on 10 credit behavioural
variables (out of a total of 18 variables). The use of such credit behavioural variables
is undoubtedly one of the innovative findings of this work if one takes into consid-
eration that countries and institutions rely almost solely for modelling purposes, on
classical financial variables. Furthermore, the constant need for flexible yet accu-
rate and reliable modelling approaches makes the proposed algorithmic procedure
for dimension reduction, a valuable tool in the hands of researchers and practition-
ers. Indeed, it is also noteworthy that the proposed methodology provides among
others, insurers, financial planners, and lenders with an automated reliable finan-
cial tool for evaluating creditworthiness according to a few statistically significant
financial as well as credit behavioural variables and at the same time making credit
decisions faster and fairer while offering to borrowers increased lending opportu-
nities. In conclusion, the practical implications of these methodologies involve the
construction of binary classification credit-scoring models based on Enterprises’ data
magnitude and peculiarities.

The dimension reduction modelling proposed in the present chapter may be ex-
tended and applied in fiscal debt credit scoring modelling. The significance of the
prediction arising from fiscal debt rating agencies is another direction of possible
extensions. Finally, the importance of predictions concerning both credit risk rating
and fiscal debt rating models may be tested with the development of Support Vector
Machines based on multiple kernels in conjunction with other approaches.
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Chapter 9

Future Research

This dissertation provided the framework around some DRT that have been devel-
oped in an attempt to minimize the extent of the multicollinearity issue and at the
same time reduce the dimensionality of a dataset. The manuscript utilized various
multivariate analysis tools with the aim to study, analyse, compare and improve
existing techniques and introduce new ones for handling multicollinearity and re-
ducing the dimensionality of the resulted model. This Chapter is dedicated to the
future expansion of the aforementioned works.

Chapter 4 concerned the modelling of PPE of various European countries. The
identification, collection, and analysis of variables, which, either short-term or long-
term, may have an impact on the shaping of the response variable was held. A
combination of unsupervised DRT was implemented to obtain the optimal set of
variables for the modelling of PPE. The analysis focused on 20 European countries
for which a set of 20 possible explanatory variables for the period 2001-2015, were
used. The model developed provides, with a minimum average error of fewer than
6%o for each time period, accurate results for the PPE.

Using the above results as a first step, it is possible, depending on the data avail-
able, to develop in the immediate future, an evolved time series model that would be
capable of predicting the Expenditures for 10-15 future years from the base year. The
forecasting model could be used by any state that wishes to predict future Pension
Expenditures based on its economy. This calculation primarily serves either as an
estimate by itself or as a confirmation technique for the calculation of Expenditures
made by other means.

Chapter 5 proposed the FS-PLS, a PLS-based method that acts as a feature selec-
tion and feature extraction DRT simultaneously, in linear regression tasks. In such
a manner, we are able to remove the uninformative variables and obtain better or
same results as the classical PLS regression but with a simpler structure both in uni-
variate and multivariate scenarios. Concerning the possible future expansion of this
work, an Elastic net-based FS-PLS is under consideration, for further reduction of
the data.

We aim to investigate the cooperative effects of these two techniques on high-
dimensional multicollinear data in order to make a projection on a low-dimensional
space and thus construct less simplex and more interpretable linear regression mod-
els of high predictive accuracy with a penalized set of predictors.

Chapter 6 proposed and investigated a robust and easily interpretable method-
ology, termed EIC, capable of capturing multicollinearity rather accurately and ef-
fectively and thus providing a proper model assessment.

However, as mentioned in the dissertation, EIC is able to locate specific interde-
pendency patterns, our aim so to manage to make it feasible for other dependency
patterns. More precisely, the use of more complex patterns can be applied for data
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coming from different distributions. Furthermore, the use of Ly penalty can play a
key role and possible be the answer to a more versatile EIC formula.

Chapter 7 attempted to locate and analyse via multivariate analysis techniques,
highly correlated variables which were interrelated with the GDP and therefore are
affecting either a short-term or a long-term shaping.

Taking that under consideration, it is possible to attempt to explore how different
model selection criteria react or are able to make the right feature selection when
multicollinearity is of a different magnitude. Through this process, one could be able
to identify the criterion which is better adjusted and finally succeeds in choosing the
optimal model when the variables involved are highly correlated.

The objective of Chapter 8 was the proposal of an innovative approach to flexi-
ble and accurate credit scoring modelling with the use of not only financial but also
credit behavioural characteristics based on a multi-step DRT procedure. The result-
ing DRT-based modelling proposed in the present manuscript may be extended and
applied to fiscal debt credit scoring modelling. The significance of the prediction
arising from fiscal debt rating agencies is another direction of possible extensions.

Finally, the importance of predictions concerning both credit risk rating and fiscal
debt rating models may be tested with the development of Support Vector Machines-
based on multiple kernels in conjunction with other approaches. Additionally, the
produced model can be applied for other countries and a comparison of it’s effec-
tiveness between Greece and other countries can be explored.
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Appendix A

Linear Regression Analysis

This is an optional Chapter and can be considered as an introduction to statistical
modelling, which takes place in many Chapters of this dissertation. For more, see
Sheather (2009) and Wasserman (2004).

Analysis of Variance

ANOVA, or analysis of variance, is a statistical technique developed by Fisher (1918),
(1921), where he introduced the terms variance and analysis of variance is used to
compare two or more populations while different types of effects operate concur-
rently. Essentially, it is a procedure that determines whether those effects are signifi-
cant, what their estimation is, and whether there are differences between population
means (Scheffe (1999)).

An ANOVA table is formed as follows:

Source Sum of Squares | DF | Mean Squared F Sig.
Explained ESS k-1 | MSE =ESS / k-1 | F=MSE / MSR
Residuals RSS n-k | MSR = RSS / n-k

Total TSS n-1

Note: In some cases, the symbols may differ. Explained Sum of Squares, ESS, can be
seen as regression sum of squares, which is represented by RSS, and residual sum of squares,
RSS, can be seen as error sum of squares, which is represented by ESS. To understand the
procedure, the reader must focus on the meaning behind the symbolisation.

ANOVA interpretation

The purpose of this procedure is to see if there are any differences between the meth-
ods mentioned above. The first step in accomplishing this is to create a hypothesis
test. In statistics, hypothesis testing is a method of determining whether the results
of a survey or experiment are valid and meaningful. The following are the compo-
nents of a hypothesis test:

1. Null and alternative hypotheses.
The null hypothesis, denoted by Hj, is always the accepted fact, while the al-
ternative, denoted by H,, is the one that is questionable and must be examined.

2. Predetermined level of significance
The significance level is defined by the “tolerance” given by the experiment’s
conductor in the presence of error type L.
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Note: When conducting a statistical experiment, the risk of incorrect decision-making
may occur. There are two types of errors that may happen.

¢ Type I error: reject a true Hy

¢ Type Il error: failing to reject a false Hy

Let us define,

« = P(type I error)

and

B = P(type Il error)

Then, one of the following options about the experiment decision occurred

Options | Fail to reject null hypothesis | Reject null hypothesis
. _ Type I error
Hy is true with probability = 1-a with probability = «
. Type II error -
H, is false with probability = with probability = 1-8

3. Test statistic and critical zone of the test

It used when deciding whether or not the null hypothesis should be rejected.
When HO is true, it is a random quantity with a known distribution. It is based
on the Halpha, the distribution of the test statistic, and the alpha significance
level. The Halpha value defines the formation of the critical zone.

Value of the test statistic
The test value is computed based on the sample values, and if it exists in the
critical zone, the null hypothesis is rejected; otherwise, it is not rejected.

The decision to reject or not the null hypothesis
The experiment’s conductor decides whether or not to reject the null hypothe-
sis.

Test Hypothesis

Following that, the AVONA table null hypothesis is used to determine whether there
are any differences between the means. The null and alternatives are written as
follows:

H() LUl = U2 = Un

H, : At least one y; differs from the others

where i=1,2,...,n.
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ESS

Explained Sum of Squares, denoted as ESS, expresses the variability between sam-
pling means as the sum of the squares of the distances of each medium from the total
mean.

RSS

Residual Sum of Squares, denoted as RSS, expresses the variability between the sam-
pling means, which is measured as the sum of the squares of the distances of each
medium with the total mean.

n
RSS=Y_¢&
i=1

TSS

Total Sum of Squares, denoted by TSS, expresses the overall variability of the obser-
vations

DF

Degrees of freedom, denoted by DF, of an estimate is the number of independent
pieces of information that went into calculating the estimate and in particular:

¢ k — 1 are the DF of the divergence from the Hy

e n — k are the DF of residuals
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e n — 1 are the total DF

MSE

Explained mean square, denoted by MSR, is defined by the error between the sam-
ple.
1 & 5
MSE = — ;(Yi —Y))

MSR

Mean square of residuals, denoted by MSE, is defined by the error within the sample.

1
n—k!

1

MSR =

n A
(Y; = Y;)?
=1

F-test

As previously stated, the F-test is the ratio of variation between samples and vari-
ation within samples. This is the test that ANOVA employs to validate the test hy-
pothesis.

If the test fails to reject the Hy, then,

F* ~ Fe_1),(n—k)

Otherwise,
F*> F_1),(n—k)a

Sig.

The significant value of the F-test is represented by Sig. in the ANOVA table. Is most
commonly known as the p-value, which is defined as the probability of observing a
random price of test statistics that is equal to or more extreme than the observed one
in terms of Hy, given that Hy is rejected. In essence, it is the lowest significance level
at which the Hy is rejected.

Decision cases about the hypothesis test

e If p-value < «, then the Hj is rejected
e If p-value > «, then the Hy is not rejected

¢ If p-value = a, then no decision about the rejection or not of the Hy can be made

Regression Analysis

In statistics, the term regression was first introduced and used by Galton (1886)
during an experiment in which he introduced the term regression to mediocrity.
Sheather (2009) defines regression analysis as “the study of the dependence of one
variable, the dependent variable, on one or more other variables, the explanatory
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variables, with a view to estimating and/or predicting the (population) mean or
average value of the former in terms of the known or fixed (in repeated sampling)
values of the latter.”.

Linear Regression

This type of regression is used when there is a linear relationship between the re-
sponse variable textit(dependent and the explanatory variable(s) (independent).

Simple linear regression

This type of regression takes place when only one independent variable exists. The
model formation is:
Yi=a+BX;+¢€

where, « and f are called coefficients of regression. More specific « is the value of
the dependent variable Y corresponding to the value X=0 of the dependent variable
and p is the variation of the dependent variable corresponding to a unit change of X.
Finally, ¢; is the error term that represents the deviation of the observed value from
the true value of the quantity of interest.

Multiple linear regression

This type of regression takes place when more than one independent variable exists.
The model formation is:

Yi =+ ,BlXil —+ ﬁinz + ...ﬁpXZ-p + &;

A typical linear regression analysis consists of the following:
¢ Estimates of coefficients

e Standard Error (SE)

¢ T- statistics

* P-value of t-statistics

¢ Number of observations
* Error degrees of freedom
* Root Mean Squared Error
¢ R-square

¢ Adjusted R-square

¢ F-statistics

e P-value of F-statistics
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Interpretation of Linear Regression Elements

The Interpretation of the elements which constitute the Linear Regression Analysis,
with Xj,...,X, the number of the existing independent variables, it follows.

Estimate
It displays the values for the regression coefficients for predicting the depen-
dent variable from the independent variable, i.e., the values of &, B4, ..., Byp-

SE
SE displays the standard error of each coefficient.

T-statistics

It displays the t-statistic values, namely the values of the Student’s t-test. A
t-test is commonly used to determine whether a regression coefficient is signif-
icant; i.e., whether it differs or not from zero.

In other words, the null hypothesis of this test is used to decide whether each
variable is statistically significant. The null and alternative are of the form:

H()ZIBZ':O

H,,(:ﬁi;éo

where i=1,2,....p

P-value

This column displays the 2-tailed p-values associated with the t-test and are
used to determine whether a given coefficient is significantly different from
zero.

Number of observations
The number of observations is the size of the sample.

Error degrees of freedom

As mentioned before, in ANOVA interpretation, the degrees of freedom of an
estimate is the number of independent pieces of information that enter into the
estimate calculation.

Root Mean Squared Error
Root Mean Squared Error, denoted by (RMSE), is defined by the standard devi-
ation of the variance. The RMSE of an estimator f is defined by:

RMSE(#) = /MSE(d)

R-square
R-square, denoted by R?, represents the percentage of the total variability of
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the dependent variable interpreted on the basis of the regression model

ESS RSS

2 _ _1_
R - TSS SST

R? can be also seen via a Venn diagram. The one below displays a simple linear
regression model with one dependent and one independent variable. R? is the
two-circle intersection*, which shows the extent to which the variation of Y is
interpreted by the variation of X

* Adjusted R-Square
Adjusted R-Square, denoted by R?, ;s 1s used to decide about the usefulness of
the independent variables in the model. The addition of a useless variable to
the model, will cause decrease to the adjusted R-square, while the addition of
a useful variable, will cause increase, but will never exceeds the R2.

¢ F-statistics
F-test and the associated p-value have been thoroughly analyzed in ANOVA
interpretation.

Regression Assumptions

Analysis of variance as well as regression analysis answers some "questions" about
the given data set that being analyzed. It should be noted though that those answers
are not always trustworthy, or as in the field of statistics referred as statistically sig-
nificant. To come to the conclusion that the model is significant some assuption
must be fulfilled. Those assumptions are called linear regression assumptions and
are based on the residuals ¢; of the model. Depending on the formation (i.e., simple,
multiple) those assumptions might differ from case to case, but the following four
are the most important and must be satisfied in every model formations.

¢ Normality
¢ Independence
¢ Homoscedasticity

¢ Linearity between Y and X;
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Normality

The errors must follow a normal distribution with zero mean and ¢? variance, sym-
bolized by:
e ~ N(0,0%)

Most common tests that check this assumption are the Lilliefors test for normality,
which is an improvement of the Kolmogorov-Smirnov test as well as the Shapiro-Wilk
normality test.

Hy : The residuals come from a standard normal distribution.

H, : The residuals do not come from such a distribution.

When it comes to real data sets, usually this assumption is not satisfied. For
that reason some transformations have been proposed, which correct this problem.
These transformations are mostly based on functions of the dependent variable with
the Logarithm, Root, and Box and Cox transformations being the most popular ones.

Note: The following theorem establishes the condition for residual independence.
If the residuals are normally distributed and uncorrelated, then they are inde-
pendent. The inverse of the theorem is not true (Gujarati and Porter (2008)).

Independence

The residuals must be independent. There are two methods that are commonly used
to decide on independence. The first is with the execution of the Runs test for inde-
pendence, which states the following hypotheses:

Hy : The values of the residuals come in random order.

H, : The values of the residuals do not come in random order.

The second way to check independence is based on the previous theorem. After
the normality has been checked, one can check the assumption of correlation via a
Durbin-Watson test with the following hypotheses.

Hy : The residuals are not autocorrelated.

H, : The residuals are autocorrelated.

Homoscedasticity

The errors must have the same finite variance. Levene’s test for homoscedasticity
is the most common test that checks this assumption, which states the following
hypotheses:

Hy : All population variances are equal.
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H, : At least one population variance differs from the others.

Linearity

Linearity between Y and X; can be seen through a scatter diagram.

Note: The assumption of multicollinearity, or simply collinearity, must also be checked
in multiple or multivariate regression.

Graphical Assumptions Interpretation

In recent years, an increasing number of statisticians have begun to use graphical
representations of their data to draw conclusions about various tests. This is not an
exception when it comes to ANOVA assumptions. This point of view grows stronger
by the day as new articles supporting this theory are published, with one of the most
influential being an article by Kozak and Piepho (2018).

The graphs that can check the assumptions above are:

¢ Normality
The symmetry plot of residuals can be used for the interpretation of normality.
A symmetrical distribution of the residuals around their median suggests the
existence of normal distribution.

¢ Independence
The residuals versus lagged residuals plot can be used for the interpretation
of correlation. A trend among the residuals indicates a possible correlation
between them. If the residuals plots confirm the assumptions of correlations
and normality, then the residuals are independent.

* Homoscedasticity
The residuals versus the fitted values plot can be used for the interpretation
of homoscedasticity. The increase in the variance as the fitted values increase
suggests possible heteroscedasticity.

¢ Linearity
Residuals versus every single one independent variable of the model.
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Supplementary Material for
Chapter 8: Multistep Dimension
Reduction for Credit Scoring
Modelling

This Appendix constitutes the supplementary material of the work entitled “Mul-
tilevel Dimension Reduction for Credit Scoring Modelling and Prediction: Empiri-
cal Evidence for Greece" and gives the definitions of the selected variables for both
Small and Large Enterprises. The majority commentary was derived from Tiresias
S.A., private online library.

Variables appearing only in Small Enterprises:

1.

Debt Equity Ratio = Total Liabilities / Shareholder Equity. This ratio is used
to evaluate a enterprise financial leverage.

Return on Equity (ROE) = Net Income/Average Shareholders” Equity. Roe is
considered a measure of how effectively management is using a enterprise’s
assets to create profits.

Working Capital Leverage = Current Liabilities / Working Capital. Working
capital leverage refers to the impact of level working capital on business’s prof-
itability. The working capital management should improve the productivity of
investments in current assets and ultimately it will increase the return on cap-
ital employed.

Total Assets Turnover Ratio = Net Sales / Total Assets. This ratio measures
a enterprise’s ability to generate sales from its assets by comparing net sales
with average total assets. It calculates net sales as a percentage of assets to
show how many sales are generated from each dollar of enterprise assets.

. Return on Assets (ROA) = Net Income / Total Assets. ROA is an indicator of

how profitable a enterprise is relative to its total assets. ROA gives an idea to
how efficient a business management is at using its assets to generate earnings.

Result Curried Forward = profits / damages.

Profit Before Taxes Depreciation and Amortization Expense = a profitabil-
ity measure that looks at a enterprise’s profit before the enterprise has to pay
corporate income tax and depreciation and amortization expense.
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Variables appearing only in Large Enterprises:

1.

10.

Cash Ratio = the ratio of a enterprise’s total cash and cash equivalents to its
current liabilities and signifies the enterprise’s ability to pay short-term liabili-
ties with its highest liquid assets.

. Current Assets to Total Liabilities = measures the enterprise’s ability to cover

its total liabilities with its total current assets. This ratio is also used to estimate
the liquidity of the enterprise by showing the enterprise can pay its creditors
with its current assets if the business’s assets ever had to be liquidated.

Net Profit Margin = net profit / revenue. This ratio is used to calculate the
percentage of profit a business produces from its total revenue.

Current Liabilities Turnover Ratio = (short-term liabilities / net revenues from
sales)* number of days in the period. This ratio indicates the number of days
from the moment some liability arises to the moment it is paid.

Fixed Assets to Equity = fixed assets / equity. It measures the contribution
of stockholders and the contribution of debt sources in the fixed assets of the
enterprise.

Working Capital Turnover Ratio = net annual sales / average working capital.
This ratio measures how efficiently a enterprise is using its working capital to
support a given level of sales.

Long-term Liabilities = an obligation resulting from a previous event that is
not due within one year of the date of the balance sheet.

Total fixed Assets (net book value) = Its formula is calculated by subtracting
all accumulated depreciation and impairments from the total purchase price
and improvement cost of all fixed assets reported on the balance sheet.

Maximum Utilization- Not Revolving = RCS Maximum percent credit utiliza-
tion — Joint / Prime — Non-Revolving- SME — Updated in last 12 months.

Total Current Balance = RCS Total Current Balance — Joint / Prime — Open.
When referring to a loan such as an auto loan or a mortgage, your current
balance is the amount you currently still owe on the loan according to the date
of your statement.

Variables appearing both Small and Large Enterprises:

1.

Total Liabilities = the aggregate of all debts an individual or enterprise is liable
for and can be calculated by summing all short-term and long-term liabilities.

. Short-term Liabilities = a financial obligation that is to be paid within one

year.

Worst Payment Status Last Month vs Last 24 Months = RCS Worst Payment
Status - Joint / Prime — Last 1 Month vs. Last 24 Months.

Worst Payment Status in Last 3 Months = Worst Payment Status — SME —
Joint/Prime — Last 3 Months.
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5. Maximum Number of Months Consecutive with over 100% Utilization in
Last 24 Months = RCS Maximum Number of Months Consecutive with over
100% of Percentage Credit Utilization in last 24 months - updated in last 12
months — Joint/Prime.

6. Number of Occurrences with Delinquency 1+ in Last 12 Months = RCS Num-
ber of Occurrences of Delinquency 1+ DPD - Joint/Prime — last 12 months.

7. Current Balance / Delinquency to Current Balance = RCS Ratio Current Bal-
ance / Delinquency to Current Balance — Joint / Prime — Open — updated in
last 3 months.

8. Maximum Number of Months Consecutive with over 100% Utilization in
Last 6 Months = RCS Maximum Number of Months Consecutive with over
100% of Percentage Credit Utilization in last 6 Months — Updated in last 3
months - Joint / Prime.
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