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Περίληψη 

Στην εποχή του IoT, οι συσκευές παράγουν τεράστιες και συνεχείς ροές πληροφοριών. 

Διερευνώντας τέτοιες ροές δεδομένων για νέα γεγονότα, προβλέποντας μελλοντικές εμπειρίες και 

αποφασίζοντας για δυνατότητες ελέγχου, χρησιμοποιούνται προγράμματα που αυτοματοποιούν την 

περιήγηση και εκτελούν ορισμένες εντολές που ονομάζονται bots. Σήμερα, τα bots απαιτούνται 

λόγω του τεράστιου διαθέσιμου περιεχομένου, αλλά έχουν χρησιμοποιηθεί και για διάφορους 

κακόβουλους σκοπούς, όπως επιθέσεις botnet, παραπληροφόρηση και χειραγώγηση διαδικτυακών 

συνομιλιών. 

Τα bots που βασίζονται στην τεχνητή νοημοσύνη βρίσκονται σε άνοδο αυτές τις μέρες, με τη 

δυνατότητα να αναγνωρίζουν το μοτίβο χρήσης ενός χρήστη και να αναπτύσσονται ανάλογα. Ως 

αντίμετρο, στον τομέα της αποφυγής οποιασδήποτε μορφής επιθέσεων από bot, τα συστήματα που 

βασίζονται στη μάθηση είναι αναγκαία. 

Σε αυτή τη μεταπτυχιακή διατριβή υιοθετείται, μια τεχνική για τη δημιουργία μιας χρονοσειράς 

αισθητήρων από ένα bot που δημιουργείται με μεθόδους τεχνητής νοημοσύνης και στη συνέχεια 

πρόκειται να ταξινομηθεί εάν μια χρονοσειρά προήλθε από bot ή άνθρωπο. Η δημιουργία του bot 

προήλθε από GAN, με NN και LSTM και στη συνέχεια ανιχνεύθηκε από Bidirectional LSTM, 

διερευνώντας την ακρίβεια και τη διαφορά, από συνθετικές έναντι πραγματικών χρονοσειρών, σε 

διαφορετικά σενάρια εκπαίδευσης, με εξαιρετικά αποτελέσματα μερικές φορές έως και 100%. Στο 

τέλος εξηγείται γιατί η δημιουργία, δεν λειτούργησε τόσο καλά λόγω converge failure και τι πρέπει 

να ληφθεί υπόψη για τη μελλοντική εργασία, κατά τον συντονισμό ενός GAN, προκειμένου να 

αποφευχθούν τα ίδια λάθη. 

 

 

 

 

Λέξεις Κλειδιά: Ανίχνευση Bot, Δημιουργία Bot, LSTM, GAN, HuMIdb, Ανθρώπινη 

συμπεριφορά   
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Abstract 

 

In the era of IoT, devices produce enormous and continuous information streams. Investigating 

such amount of data for new facts, forecasting future experiences, and deciding on control 

possibilities, programs are used that automate browsing and perform certain commands which are 

called bots. Nowadays, bots are required because of the vast amount of available content, but also 

have been used for malicious purposes, such as botnet attacks, misinformation and manipulation of 

online conversations. 

Botnets based on artificial intelligence are on the rise these days, with the ability to recognize 

a user's behavioral pattern and deploy themselves as humans. As a counter measure, in the realm of 

botnet attack avoidance, learning-based systems are an unavoidable necessity. 

In this master thesis there is an approach to generate a sensor timeseries from a bot which is 

generated by AI methods, and then is about to classify whether a time series, came from a bot or a 

human. The generation of the bot came from GANs with NN and LSTM, and then detected by 

Bidirectional LSTM by investigating the accuracy from generated vs real timeseries, in different 

training scenarios, with excellent results sometimes up to 100%. In the end explains why the 

generation did not work so well due to convergence failure and what must consider to the future 

work, during the tuning of a GAN, regarding the hyperparameters, in order to avoid the same 

mistakes. 

 

 

Keywords:  Bot Detection, Bot Generation, LSTM, GAN, HuMIdb, Humanlike behavior 
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1   

Introduction 

A large number of sensing devices collects and produces various physical information 

throughout time for a variety of fields and applications, nowadays that is called the Internet of 

Things (IoT) era. These devices will produce enormous and continuous information streams, very 

quickly, depending on the application's concept. Investigating such data streams for new facts, 

forecasting future experiences, and deciding on control possibilities is an important technique that 

makes IoT a positive commercial perspective and a personal satisfaction-enhancing innovation.  

Due to these enormous amounts of data that are produced from numerous devices, there is 

the need of automate process and anticipation. So, there are programs that are installed, to automate 

procedures as data collection, preparation, anticipation which are called bots. “Bots are required 

because of the vast amount of available content on the Internet. There are a lot of kind of bots, like 

webbots, which are programs that make routine, acts like browsing and perform certain commands 

on the side of the creator. Bots are often used for web indexing, website monitoring, commercial 

data extraction, and web information feed retrieval. Other types of bots are Social Media bots, 

download bots and ticketing bots. Bots perform these duties by repeatedly accessing Web servers 

for an extended period of time. On the other hand, giving in such bots, unrestricted access to Web 

servers, web content and services, is not considered as a decent concept.[41] 

“Bots despite that are a powerful tool for workers across the globe, also have been used for 

several malicious purposes, for example scraping material from webpages without permission, 

vulnerability scanning for malicious purposes, marketing and bank carding fraud, account 

takeovers, spamming, causing denial of service(DoS) attacks, and more. Bots can also be managed, 

most of times, without the owner's knowledge or agreement, from mobile phones and IoT devices, 

giving them a low-cost technique for scattered attacks.” Advanced bots can potentially camouflage 
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their presence by impersonating human behavior. As a result, malicious bots have become a 

common hazard as well as a “good” bot is component of the Internet's infrastructure.[41] 

Advanced bots are created in such a way that they cannot be detected by any common bot 

detection software. Therefore, as a countermeasure, sophisticated bots have been created to avoid 

detection.  

In today's technologically advanced world, hacking into a remote system is no longer 

challenging. Malware has progressed to the point that it no longer requires writing to system files 

and may instead gain access to the system's mainframe via legitimate integrated apps. In terms of 

concept, botnets can be considered as fileless malware. Botnets do not require a malicious file to 

infect the target system. “Their main objective is to disable or take control on, as many devices, 

which belongs to a network, as possible while obscuring the source.”[39] 

“Because every item in the Internet of Things is connected to a local or bigger network, 

botnet attacks have grown to be a terrifying threat.” Botnet attacks are considered as the next hacking 

weapon unless IoT companies upgrade their security procedures. Botnet assaults have become much 

more common in the last decade. Botnets are becoming more complex as technology progresses.” 

 

Many security vulnerabilities have arisen as a result of the broad usage of the Internet of 

Things. There have been malware assaults on IoT devices recently, such as the Torii botnet attack 

on September 2016, which was one of the most serious and intense of this kind of attacks, in order 

to take over a lot of IoT devices. But Mirai being the most famous because, in October 2016, Mirai 

malware attacked IoT devices such as IP cameras, DVRs, and routers, and large-scale DDoS attacks 

were launched utilizing those affected devices. The attack was directed at Dynamic DNS (Domain 

Name Service) servers and resulted in a throughput of around 1.2 Tbps. Amazon, Twitter, and 

Netflix[39] were among the major online services that were affected. On April 7th, 2017, at around 

Figure 1:Existing problem of botnet attack on IoT network[66] 



Διπλωματική εργασία: BOT GENERATION AND DETECTION FOR SENSOR TIME SERIES DATA USING LSTM 

  

Ανδριάνης Αθανάσιος, Πανεπιστήμιο Αιγαίου, Τμ. Μηχ/κών Π.Ε.Σ. 3 
 

midnight, the city of Dallas was hacked. An attacker gained access to the Dallas city's emergency 

management system, triggering 156 loud alarms that were designed to alert the public in the event 

of a tornado[66]. 

DDoS attacks, phishing, and spamming may all be carried out using bots infected with Mirai 

or similar IoT malware. These assaults can cause long periods of network unavailability, resulting 

in financial losses for network businesses, as well as the leakage of personal data from users. In late 

2016, Mirai infected over 2.5 million IoT devices, according to McAfee. Researchers calculated that 

at least 100,000 machines infected with Mirai or similar malware were disclosed everyday using 

telnet scanning telemetry data, according to Bitdefender's blog post from September 2017. 

Furthermore, many infected devices are projected to stay infected for an extended period of time. 

As a result, there's a strong incentive to identify these IoT bots and take necessary action against 

them so that they can't do any more harm. [39] 

Bots, or automated social media accounts, have been used to propagate misinformation and 

manipulate online conversations. During the first impeachment of US President Donald Trump,  

looked at how bots behaved on Twitter. Despite bots accounting for only 1% of all Twitter users, 

bots were responsible for nearly 31% of all impeachment-related tweets, distribute more 

misinformation, and use less inflammatory language than other users. Bots were also found to be 

prevalent among proponents of the Qanon conspiracy theory, a prominent disinformation 

operation.[54] 

Current botnet detection technologies, such as signature or flow-based error detection, 

performs well when a small-scale botnet attack occurs. On a larger scale, they are not achieving the 

expected results. That’s why, bots that are based on artificial intelligence are on the rise these days, 

with the ability to recognize a user's behavioral pattern and deploy - introduce themselves as 

humans. As a result, in the realm of bot detection, learning-based systems are an unavoidable 

necessity[41] 

In this master thesis there is an approach in order to generate a sensor timeseries from a bot 

which is generated by AI methods and then is about to classify whether a time series, came from a 

bot or a human. The contribution of the study and the experiment is: 

• How different schemas of GAN(with NN and LSTM) were generating gyroscope 

sensor timeseries as the proof of concept. 

• Tries existing detection methods(BLSTM) by investigating the accuracy from 

generated vs real timeseries, in different scenarios of training and testing. 

• Explains why this bot generation was not so accurate and what have to consider, 

during the tuning of a GAN, regarding the hyperparameters. 

The rest of the paper is organized as follows. In Section 2 examines the previous work 

regarding, bot generation and detection. In Section 3 places the methodology, introduces the 

principles of analysis the methods and the technologies are used for the experiment. In Section 4 the 

experiment and the results. In Section 5 The discussion of the presented efforts and summarizing 

the findings of the experiments. Finally, Section 6 concludes the paper and outlining the 

opportunities for future work. 
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2  

State of the Art 

Bot detection has been studied extensively, with methods ranging from statistical machine 

learning to deep learning-based approaches. Social bots are now interactive and employ generative 

models to generate text. This section contains the most recent research. 

2.1 Bot generation 

Bots were first envisioned by Alan Turing in the 1950s[60] and have existed in many forms 

since the dawn of the Internet, ranging from partially managed algorithms like spam generators 

[25][54] to fully automated algorithms like chatbots, which are designed to hold a conversation with 

a human. Recent advances in natural language processing, ranging from simple neural networks to 

transfer learning approaches, have enabled bots to communicate with real people in such a way that 

it is impossible to tell whether a paragraph was created by a bot or a human [7]. 

Natural language generation is a prize in text generation research. There may be additional 

approaches in this area that are more intriguing than the ones now in use. The research continues by 

stating that GANs dominate the area of continuous data (images) [35]. 

GAN is one of the most prominent generative models that has made significant progress in 

generation tasks. GAN was first developed for continuous data, particularly image production [30], 

but it was quickly expanded to discrete and textual data [72]. Text generation is treated as a 

reinforcement learning process, with the state representing previously generated words, the action 

representing the next word to be formed, and the generator net representing a stochastic policy 

mapping current state to a distribution across the action space[72]. After the entire text has been 

generated, the text samples are sent into the discriminator network, a classifier that has been trained 

to differentiate generated text samples from realistic ones, in order to obtain reward signals for 

updating the generator network[30]. In a minimax game, the generator and discriminator try to 

maximize their own benefit while minimizing their adversary's gain. Other research focuses on one-

dimensional time series, offering a new architecture called Time Series GAN (TSGAN) for 

modeling realistic time series data. The results show that TSGAN outperforms other methods[56]. 



Διπλωματική εργασία: BOT GENERATION AND DETECTION FOR SENSOR TIME SERIES DATA USING LSTM 

  

Ανδριάνης Αθανάσιος, Πανεπιστήμιο Αιγαίου, Τμ. Μηχ/κών Π.Ε.Σ. 5 
 

2.2 Bot detection 

Previous research has offered a variety of bot detection systems, with some attempting to 

uncover and apply more beneficial attributes in statistical machine learning algorithms. Other deep 

learning-based systems, on the other hand, can extract the most exact characteristics automatically 

throughout their training phase. In a more specific description, ML employs a collection of 

algorithms to read and learn data and make the best possible judgments based on it, whereas DL is 

a subset of ML that employs many layers to form an artificial neural network that can learn from 

data and make intelligent decisions. 

2.2.1 Machine learning-based methods 

By training on a set of datasets, these algorithms learn to identify bots based on a set of input 

features. As a result, the performance of these models is determined by the value of the features that 

are used. 

Random forest [28,64], AdaBoost [2,9], K-nearest neighbor (KNN)[62], support vector 

machine (SVM)[23], and decision tree algorithm[36] are just a few of the statistical machines that 

can learn these attributes automatically as bot identification approaches.” 

In addition, reinforcement learning is used in an effective reinforcement learning-based 

detection system that is meant to detect and identify infected hosts in a P2P botnet, including new 

bots with formerly strange behavior and payload[8]. 

Many of these algorithms have been tested in various datasets of bots, including Twitter 

bots[37,42,46,48,64], data from online banking[68], and a gaming bot like "Yul-Hyul-Gang-Ho 

Online," a Korean MMORPG game. [19]. In the case of botnets, the data comes from well-known 

bots such as Mirai or peer-to-peer botnets[17,36,38] or HTTP log data obtained from lab's public 

Web server[34]. 

In the Internet of Things, there are datasets containing security flaws that were created by 

known vulnerabilities in 9 IoT devices, including security cameras, webcams, baby monitors, 

thermostats, and doorbells. There have been some outstanding research using simple machine 

learning algorithms like SVM[47], decision trees, and k-nearest neighbors (kNN)[11] that have 

shown excellent results. 

2.2.2 Deep learning-based models 

The most common neural networks are LSTM and CNN, which have shown promise in a 

variety of fields, including the bot detection challenge[5,14,21,42,51,73]. “Also, using a 

Bidirectional Long Short Term Memory based Recurrent Neural Network (BLSTM-RNN) on well-

known botnet datasets like Mirai, udp, and dns[43],”as well as simpler methods like Deep Learning 

Neural Network multilayer perceptron with data that can be collected in a Software Defined 

Networking (SDN) environment, as well as simpler methods like Deep Learning Neural Network 

multilayer perceptron with data that can be[40]. 

Botnet detection models by deep reinforcement learning with a Deep Q-Network (DQN) 

were a really intriguing method with outstanding findings that can be deployed in practically every 

network that supports SDN[69]. 



Διπλωματική εργασία: BOT GENERATION AND DETECTION FOR SENSOR TIME SERIES DATA USING LSTM 

  

Ανδριάνης Αθανάσιος, Πανεπιστήμιο Αιγαίου, Τμ. Μηχ/κών Π.Ε.Σ. 6 
 

There are publications in the field of IoT that use the encoding phase of a Long Short-Term 

Memory Autoencoder to minimize the feature dimensionality of large-scale IoT network traffic data 

(LAE). Deep BLSTM was used to analyze changes or anomalies in network traffic samples in order 

to appropriately identify them. To validate the efficacy of the suggested hybrid DL approach, 

extensive experiments are carried out on the BoT-IoT dataset. The deep BLSTM model is robust 

against model under-fitting and over-fitting despite the considerable reduction in feature size. In 

binary and multi-class classification scenarios, it also achieves strong generalization ability [41,52]. 

DL models for botnet identification can also be used at the ISP level to keep track of all Internet-

connected IoT devices. Some of the techniques used at the ISP level are RNN, Identity Recurrent 

Neural Networks (IRNN), Bidirectional Recurrent Neural Networks (BRNN), LSTM, BLSTM, 

CNN, and CNN-RNN [66]. 

2.2.3 Hybrid models 

When dealing with nonstationary time series data, traditional anomaly detection algorithms 

can detect shallow features, but they fail to detect outliers on deep features of huge time series data. 

As a result, hybrid methods are used to achieve the best potential results, such as using leveraged 

GANs as a semi-supervised task to improve bot detection via data augmentation [71]. 

One of these hybrid systems uses LSTMs to extract time-dimensional features from time 

series data, a GAN to extract deep features from normal data, and extreme gradient boosting 

(XGBOOST) to classify and export anomaly scores. The suggested approach has clear advantages 

in terms of extracting features and detecting anomalies in time series data [70]. 

A new framework called GANBOT is built in another paper, in which the generator and 

classifier are connected by an LSTM layer as a shared channel. The proposed framework 

outperforms existing contextual LSTM approaches by boosting bot detection probability, according 

to experimental results on a benchmark dataset of Twitter social bots [46]. 

Net-GAN has been introduced for sensor and network monitoring data. It's a network 

anomaly detection in time-series utilizing RNNs and GANs that discovers abnormalities in 

multivariate time-series by using RNNs to exploit temporal relationships. Net-GAN detects 

anomalies in complicated, difficult-to-model network monitoring data by discovering the 

underlying distribution of the baseline, multivariate data without making any assumptions about its 

nature [26,71]. 

2.2.4 HuMIdb  

HuMIdb, a novel multimodal mobile database comprised of 14 mobile sensors collected 

from 600 users, was used to evaluate many studies. 

Beginning with the use of HuMIdb, this section outlines the sensors usually found in modern 

smartphones and provides an overview of the various ways these sensors can be utilized to mimic 

human-smartphone interactions. Then, using a Siamese Neural Network architecture, they evaluated 

a biometric authentication system based on simple linear touch gestures, with highly encouraging 

results [4]. 

BeCAPTCHA, a CAPTCHA approach based on the analysis of touchscreen information 

received during a single drag and drop operation in combination with accelerometer data, was one 
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of the experiments with synthetic data from bots. BeCAPTCHA's purpose is to see if the drag-and-

drop task was completed by a human or a machine. Fake samples were created using Generative 

Adversarial Neural Networks and handmade approaches to test the method. The findings show that 

mobile sensors could be used to describe human behavior and create a new generation of 

CAPTCHAs [5]. More experiments on HuMIdb are being conducted for passive authentication on 

mobile devices using behavioral biometrics and user authentication mechanisms [49,58] or user 

authentication in advanced web applications [34]. 
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3  

Methodology 

3.1 Technologies 

3.1.1 Python and Libraries 

Python is a general-purpose programming language with a high level of abstraction. Guido 

van Rossum, the show's programmer, was reading the published scripts from "Monty Python's 

Flying Circus," a 1970s BBC comedy series. Van Rossum needed a name that was short, unusual, 

and a little mysterious, so he chose Python for the language he was developing at the same time. 

Python is available for download for free, thus there are no sales data, and it can be found 

on a variety of websites and is included with numerous Operation Systems distributions. Since 1991, 

new, reliable releases have been released every 6 to 18 months. 

“Python has continually been in the top10 of the most common and widespread, 

programming languages in the TIOBE Programming Community Index since 2003, and it is 

currently the most popular language, since October 2021. In 2007, 2010, 2018, and 2020, it was 

named Programming Language of the Year.  Wikipedia, Google, Yahoo!, CERN, NASA, Facebook, 

Amazon, Instagram, Reddit and Spotify are mentioned like, just a few of the global companies, that 

using Python.” 

“Python is a programming language with a very basic and consistent syntax that is used by 

millions of people. All of this adds up to a spectacular and diverse ecology as well as documentation. 

Also, the language comes with a large standard library that covers multiple topics, like string 

processing, almost every internet protocol, including HTTP, FTP and SMTP, software engineering 

and operating system interfaces. Because there are so many third-party extensions and libraries 

available, it can be used to solve a wide range of problems. Python contains the most powerful, 

dynamic, and productive frameworks and libraries for a wide range of applications and fields” [63] 

For the implementation of the experiment the following libraries were used: 

• NumPy for multidimensional array objects[32]. 

• Pandas for data structures [44]. 

• Matplotlib[33] and Seaborn[45] for visualizations.  

• SciPy[67] for a valuable set of, mathematical methods and functions. 
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• Scikit-learn, Keras and TensorFlow [1,18,50] for machine learning methods 

• TableEvaluator[12] for evaluating AI models 

 

3.1.2 Long Short - Term Memory (LSTM) 

It's typical to employ a Recurrent Neural Network when working with sequential data (NLP, 

time series, etc). (RNN). RNNs are just a series of neural nets with the output of one serving as the 

input for the next. 

RNNs are trained in the same way as any other neural network: node weights are updated 

proportionally to the product of all previous nodes' derivatives. As a result, if the derivatives of other 

nodes in the network are near to zero, their weight updates will be very tiny. The vanishing gradient 

problem is a phenomenon that hinders our model from learning. 

Similarly, if our network's gradients are huge, the weight updates will be large as well. The 

exploding gradient problem is what it's called. This isn't normally an issue with basic neural 

networks. This happens to an RNN if it has several neural nets stacked in a sequential order. 

 
Figure 2:Diagram of a vanilla RNN [13] 

Because RNNs contain more layers, the cell derivatives have more opportunities to 

compound. LSTM cells can help with this. LSTMs are a type of RNN cell that uses gates to govern 

incoming and outgoing data. 

Gates are activation functions with a value ranging from 0 to 1. If a gate is given a low value, 

such as 0.001, multiply it by the incoming data and scale it down substantially. In the event that the 

gate takes on a large value, such as 0.998, multiply it by the incoming data and leave it mostly 

unscaled. 
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Figure 3:Components of an LSTM cell[13] 

The teal boxes with a σ (sigma) in figure 3 are gates. They are neural networks that determine 

how much information from the previous cell and predictors should be used. It's worth noting that 

they're numbered 1–3. 

The gates transfer this information to tanh after selecting how much information to maintain. 

Tanh functions are in charge of updating the node weights. 

Finally, output two sets of data: the current state of the cell and the hidden state. The 

concealed state is the short term memory, whereas the cell state is the long term memory. 

Let's quickly review the gates and define the numbers beneath each one. 

1. Forget Gate: This gate determines whatever facts from the cellphone in that specific 

timestamp should be ignored. The sigmoid function is used to determine it. 

2. Input Gate: determines the amount of this unit that is introduced into the current state. 

The sigmoid function decides which values to allow through 0,1, and the Tanh 

function assigns weightage to the values that are handed out according on their 

relevance level, which ranges from -1 to one. 

3. Output Gate: determines which portion of the current cell is sent to the output. The 

Sigmoid characteristic determines which values to allow through zero, while the 

Tanh characteristic adds weightage to the values that can be exceeded by deciding 

their degree of importance, which ranges from -1 to at least one and is extended with 

the Sigmoid output. In other words, determine how much information should be 

output in our hidden state by combining long and short-term data. 
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By using these gates to regulate the flow of information, calculating problematic gradients 

can be avoided. 

 

LSTM models are widely used in real-world applications and some of the most common are 

: 

• Text generation. Is the process of computing language, from a given series of  text. 

Such Language models can be used at multiple levels of grammar like character, 

single word, sentence and paragraph level. 

• Image processing, which entails analyzing a photograph and converting the results 

into a text.  

• Speech Recognition 

• Handwriting Recognition 

• Time Series Forecasting 

• Music generation. Similarly, text generation, LSTMs anticipate musical notes as 

well, by studying a combination of provided notes, as input. 

• Language translation. Is the process of converting a sequence from one language 

to another.  

“Everything in our world has its own set of pros and cons, and LSTMs are no exception. 

LSTMs first gained popularity as a solution to the problem of disappearing gradients. However, it 

turns out that they were unable to totally remove it. The issue is that the data must still be moved 

from cell to cell in order to be evaluated. Furthermore, with the addition of other characteristics 

(such as forget gates), the cell has become fairly sophisticated.”[27] 

“They require a significant amount of time and resources to train and become suitable for 

real-world applications. In technical words, the system typically lacks the required amount of 

memory bandwidth due to the linear layers in each cell. As a result, LSTMs become inefficient in 

terms of hardware.”[27] 

Different random weight initialization affects LSTMs, making them act similarly to a feed-

forward neural network. Instead, they prefer minimal weight initialization. 

Figure 4:LSTM [59] 
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“Overfitting is a problem with LSTMs and using the dropout approach to solve it is 

complicated. During the training of a network, dropout is a regularization strategy in which input 

and recurrent connections to LSTM units are discarded from weight updates and hence from further 

training.” [13,27,57,59]. 

 

3.1.2.1 Bi-directional long short term memory (BLSTM) 

The act of making any neural network have sequence information in both ways backwards, 

meaning future to past, or forward, past to future, is known as bidirectional long-short term memory 

(BLSTM). 

Our input runs in two directions in a bidirectional BLSTM, which distinguishes it from a 

standard LSTM. Input can only flow in one direction, either backwards or forwards, using a standard 

LSTM. However, with BLSTM, the input can flow in both directions, preserving both future and 

previous data. 

 

3.1.3 Generative Adversarial Networks (GAN) 

“GANs, or Generative Adversarial Networks, are generative models based on deep learning. 

GANs are a model architecture for training a generative model, and deep learning models are most 

commonly used in this.” [30,31] 

The GAN model architecture is made up of two sub-models:  

• Generator. The model is used to produce fresh credible instances from the 

area of the problem. 

• Discriminator. Model for determining if instances are genuine (from the 

domain) or not (generated). 

“The generator network in generative adversarial networks competes against an adversary 

in a game theoretic setting. Samples are generated directly by the generator network. On the other 

Figure 5:BLSTM[65] 
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hand, discriminator tries to figure out the difference between, the real samples that are taken from 

the training dataset and fake samples, taken from the generator.”[30,31] 

3.1.3.1 The Generator Model 

 

 
Figure 6:Example of the GAN Generator Model[30] 

“The generator model creates a sample, in the domain using a fixed-length random vector, 

usually named, noise, as its input. A Gaussian distribution is employed to generate the vector, which 

is then used to start the generative process. In this multidimensional vector space, all the points will 

correspond to other points in the issue domain during training, resulting in a solid representation of 

the data distribution.” [30,31] 

“A latent space, or a vector space with latent variables, is the name given to this vector space. 

Latent variables, often known as hidden variables, are variables that are relevant to a domain but 

are not easily visible.Data distribution can be referred to as latent variables, or a latent space. A 

latent space, in other words, provides compression or high-level ideas of observed raw data, such as 

the input data distribution. In the case of GANs, the generator model assigns meaning to points in a 

given latent space, allowing new points to be drawn from the latent space as input and utilized to 

produce new and varied output examples.” [30,31] 

“Machine-learning models may learn the statistical latent space of images, music, and 

stories, and then sample from it to create new artworks with comparable qualities to those present 
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in the model's training data. After training, the generator model is kept and used to generate new 

samples.“[30,31] 

3.1.3.2 The Discriminator Model 

“The discriminator model takes a domain example, which can be actual or produced by the 

generator, as input and predicts whether it is authentic or fake. 

The real-world example is taken from the training data set. The generator model produces 

the generated examples. 

A conventional (and well-understood) classification model serves as the discriminator. 

The discriminator model is usually removed after the training phase because the generator 

is the most interesting aspect of the GAN. 

Because is trained to, extract characteristics from examples in the issue area, the generator 

can sometimes be repurposed. Using similar input data, some feature extraction layers can be used 

in transfer learning applications.”[30,31] 

 

 
Figure 7:Example of the GAN Discriminator Model[30] 

3.1.3.3 GANs as a Two Player Game 

“Generative modeling is an unsupervised learning problem, but a brilliant characteristic of 

the GAN architecture is that the generative model's training is set up, as a supervised learning 

problem. 

The generator and discriminator models are trained jointly. The generator creates a batch of 

samples, which are then given to the discriminator, alongside with real instances from the domain, 

to be classified, as true or false. 

In the next iteration, the discriminator is changed to improve its ability to distinguish 

between real and false samples, while the generator is updated, based on how successfully, the 
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generated samples, deceived the discriminator. The two models are thus competing against one 

other, are antagonistic in the sense of game theory and are playing a zero-sum game. The GAN 

framework can be described as "adversarial" since it can be evaluated using game theory methods. 

When the discriminator, successfully separates, between true and false samples, it is 

rewarded and there is no need of changes to the model parameters. Meanwhile the generator is 

penalized and model parameter updates. On the other hand, if the generator frauds the discriminator, 

it is rewarded, or the model parameters are not changed, au contraire the discriminator is penalized 

and its model parameters are updated. 

At a certain point, the generator makes flawless copies from the input domain every time, 

and the discriminator can't detect the difference, thus it always predicts "unsure", meaning, 50% for 

real and fake.” [30,31] 

  

 

Example of the Generative Adversarial Network Model Architecture 

“The discriminator is taught to try to figure out how to tell whether a sample is genuine or 

not. At the same time, the generator is attempting to persuade the classifier that its samples are real. 

At convergence, the generator's samples are indistinguishable from real data, and the discriminator 

always returns 1/2. The discriminator can then be discarded.”[30] 
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3.2 Dataset 

“HuMIdb is a novel multimodal mobile database that contains more than 5 GB from a a lot 

of mobile sensors acquired under unsupervised scenario”. [3] 

3.2.1 Description Of HuMIdb Database 

“During realistic human-mobile contact, more than 600 users used 14 sensors 

(accelerometer, l. accelerometer, gyroscope, magnetometer, orientation, proximity, gravity, light, 

touchscreen, keystroke, GPS, WiFi, Bluetooth, Microphone). An Android application has been 

developed for the collection of the data. The data are sensor signals, which produced, while users 

do 8 easy activities, with their own smartphones and without any supervision (i.e., the users could 

be standing, sitting, walking, indoors, outdoors, at daytime or night, etc.). The acquisition app was 

released on Google Play and promoted through our research website and several research email 

groups. The participants were then self-selected from all around the world, resulting in a more 

diverse group of people than prior state-of-the-art mobile databases. According to the GDPR, all 

data collected in this database was retained on private servers and anonymized with prior 

participant approval.”[3] 

 

 

Figure 8:Description of all sensor signals captured in HuMIdb 
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“The sensors provides data from measure specific tasks that included in the HuMIdb app. 

The tasks are: 

a. Keystroking: gets keystroke actions from fixed and free text 

b. Swipe up: the users have to perform, swipe up gestures to complete tasks 

c. Tap and double tap, is focused on tap gestures 

d. Swipe down: the users have to perform, swipe down gestures to complete tasks 

e. Circle hand gesture, is designed to draw in the air with the smartphone a circle 

f. Cross hand gesture is designed to draw in the air with the smartphone a cross 

g. Voice, records the user saying ‘I am not a robot’, and finally 

h. Finger handwriting in which the user has to draw with the finger the digits 0 to 9 

over the touchscreen 

It's worth noting that all 14 sensors are obtained throughout the execution of all tasks, while 

some play a crucial part in a few of them. The accelerometer signal, for example, is recorded 

throughout the session, even if it may be more useful in activities e and f. For each task, this diverse 

data can be used to enhance the patterns, taken from the main sensor. In addition to the swipe 

patterns, all tasks include a right swipe button that is gained.” [3] 

 

Figure 9:The mobile interfaces designed for the 8 mobile HuMI tasks 
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“The acquisition process consists of five sessions separated by at least one day. The app 

displays a quick pop-up message at the start of each job that explains how to perform it. The 

application also records the smartphone's orientation (landscape/portrait), screen size, resolution, 

model, and the date. 

In terms of age, 25.6 percent of users were under the age of 20, 49.4 percent were between 

the ages of 20 and 30, 19.2 percent were between the ages of 30 and 50, and the remaining 5.8 

percent were beyond the age of 50. In terms of gender, 66.5 percent of the participants were men, 

32.8 percent were women, and 0.7 percent were unidentified. Participants used 179 different devices 

to complete tasks from 14 different nations (52.2 percent /47.0 percent /0.8 percent are European, 

American, and Asian, respectively). 

 

Figure 10 shows an example of a handwriting task for the digit "5", as well as the data 

gathered during the task. It's interesting to see how a basic activity can generate a heterogeneous 

flow of data about the user's behavior, meaning the way the user holds the device, the power and 

velocity of the gesture, the location, and so on.”[3] 

 

3.2.2 HuMIdb Structure 

“The data is saved in nested folders with the ID number used to identify each user's folder 

in HuMIdb. There are between 1 and 5 folders in the user's folder corresponding to the various 

sessions the user has completed, as well as 3 CSV files containing the Bluetooth, WiFi, and GPS 

data signals acquired during the entire session. Finally, for each activity, there is a folder in each 

session that holds all of the sensors collected during the task. The right swipe button is represented 

by the'swipe.csv' file.”[3] 

 

Figure 10:Full set of data generated during one of the HuMIdb task 
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“Each sensor's csv file contains data on the measurements taken by the sensor during a 

certain session. Sensor gyro.csv files, for example, have five columns that represent timestamp, 

orientation, and the gyroscope's x,y, and z axis data, respectively.” [3]” 

Figure 11:Structure of the nested folders of HuMi database[3] 
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4  

Experiments 

The main goal of the experiment is the creation of synthetic, time series data, that appears 

like they come from a sensor e.g., a gyroscope. This can be happened by using GANs and consider 

this as bots. LSTM and ANN, GANs were used to generate Sensor Data. 

 Then detect if a specific sensor-Data-Time-series, is from real or synthetic data, with the 

usage of a LSTM model, as classifier. 

The Data is taken by HuMIDB Database (https://github.com/BiDAlab/HuMIdb). [3] 

The source code is uploaded in GitHub (https://github.com/Anakinbarca/Bot-Detection) 

4.1 Data Preparation 

The first step is to visualize a part of the data, in order to provide a better view of the dataset. 

The visualization took care for each sensor, to choose which sensor and from which activity should 

use, in order to provide a challenging sequence to the GAN. In the next picture the 3 axis(x,y,z) of 

the gyroscope for each activity, are visualized.  

 

 

 

 

https://github.com/BiDAlab/HuMIdb
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The AIR_O activity seems like a good choice, due to the range of its values, in the different 

Figure 12:Gyroscope sessions visualization 
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sessions. 

The next step is to merge the needed data from different persons in a csv file, from the 

different folders which are provided in the initial form of the dataset. This achieved from crawling 

files and folders, provided by HuMIDB, with python and csv file for importing data in DataFrames 

is easily produced.  

The selected data, meaning the 3 axis of the gyroscope and their timestamp are resampled to 

810 samples (average). Truncate and pad the input sequences, is needed so that they are all the same 

length for modeling. Resampling is used in time series data as a convenience method for frequency 

conversion. After their values are scaled at the range 0 to 1. 

“The resampled signal begins at the same value, as the start of the sample, but the signal is 

presumed to be periodic because the Fourier method is applied. The argument window is a Fourier-

domain window that shapes the Fourier spectrum before zero-padding to reduce ringing in 

resampled values for sampled signals that aren't meant to be understood as band-limited. 

The signal.resample method from the scipy Python package is utilized for the resample. This 

function uses the Fourier method to resample a range of x to range of y samples along the provided 

axis. Upsampling and downsampling are terms used to describe when Y is higher or smaller than 

x.” [67] 

In upsampling the samples that are created are more than the given ones. In the following 

picture there is an example of upsampled data compared to real: 

 

 

Figure 13:Upsampling 
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In downsampling the samples that are created are less than the given ones. In the following 

picture there is an example of downsampled data compared to real: 

 

 

In both cases the library works perfectly. 

4.2 Creation of synthetic data using GANs 

With the taken data, two types of GANs are created in order to produce synthetic data for 

the 3 axis of the gyroscope and their timestamp (4 features total). 

One GAN, by using Artificial Neural Networks and one by using LSTM.  During the GAN 

training procedure, the models of generator and discriminator are stored separately, to get used later. 

The generators were used, for synthetic samples creation (bots) and the discriminators as 

possible classifiers, even though is expected that they will not work correctly. 

4.2.1 GAN creation with ANN 

In the case of the simple GAN that both generator and discriminator are created only with 

ANNs, where used only dense layers. In any neural network, a dense layer is a layer that is deeply 

connected with its preceding layer which means the neurons of the layer are connected to every 

neuron of its preceding layer. This is the most commonly used layer in artificial neural network 

networks. 

Figure 14:Downsampling 
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The dense layer’s neuron in a model receives output from every neuron of its preceding 

layer, where neurons of the dense layer perform matrix-vector multiplication. Matrix vector 

multiplication is a procedure where the row vector of the output from the preceding layers is equal 

to the column vector of the dense layer. The general rule of matrix-vector multiplication is that the 

row vector must have as many columns like the column vector. 

The input is one of the time series (gyroscope sensor, of the 1st session, of the 1st person as 

is in the folders of the HuMIDB) separated, in batch of the size of 32 samples. The generator schema 

is represented in the picture below. The activation for every layer is ReLU.  

 

Ιn a similar way, the discriminator only in the output layer uses the sigmoid activation. The 

rest uses ReLU. Discriminator schema is represented in the picture below. 

 

Figure 15:Neural Network GAN Generator Shape 
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Optimizer is Adam with beta at 0.5, loss is binary_crossentropy and the learning rate was 

0.0005. 

The results were not so encouraging as the Generator Loss was at the 1.30, while the 

Discriminator’s Loss was 0.44 and the accuracy of predictions was 76,56%, after 10000 epochs. 

Figure 16:Neural Network GAN Discriminator Shape 
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That mean that the discriminator did not allow to generator to evolve and train in order to produce 

more accurate time series. 

These results can be visualized by the TableEvaluator library and, as seen at the figure 

below, they don’t match. So, the above results are confirmed.  

 

 

4.2.2 GAN creation with LSTM 

In the LSTM GAN that both generator and discriminator are created with a mix of BLSTM 

layers, leaky ReLU and dense layers. A leaky ReLU layer performs a threshold operation, where 

any input value less than zero is multiplied by a fixed scalar. When the optimizer becomes less 

fierce when  training progresses, some weights may be just too negative and they can no longer 

Figure 17:Neural Network GAN cumulative results 
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’escape' from the normal ReLU activation, so that death of neural networks can be avoided. The 

input of  the generator is a 4 column (as much as the features are) noise.  

Each column consists of 810 random values between 0 and 1. First layer contains, 32 units 

bidirectional LSTMs, followed by a leaky ReLU unit and a dropout layer. This combination of 

layers is repeated once more and the generator ends, with a time distributed dense layer which 

output is a matrix with dimensions equal to 810,4, as much as a given time series is. 

The component of the discriminator is 48 units bidirectional LSTMs as first layer, followed 

by leaky ReLU and time distributed dense layers. In ends with a time distributed dense layer with 

dimensions of 810,1 as output.  

 

 

Figure 18:LSTM Generator 
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The discriminator trains manually in every iteration, with two different inputs. First a real 

one which is a random time series taken by a session of one of the 15 first persons, total 65. Every 

one of these time series, consists of 810 samples after resampling, with 4 features (3 axis of 

gyroscope and the timestamp). So real values take the value of 1 as target value. Second a false 

one, with the same size as the real, which came from generator and taken the value of 0.  

The generator trains as follows. By merging the generator and discriminator models into 

one combined model that works, by taking the output from the generator, which is the fake data, to 

flow straight into discriminator’s input, and right after, calculate the generator and discriminator 

losses, from the predicted probabilities that comes from the discriminator, in order to recalculate, 

the weights of the generator model. In other words, the generator attempts to “mock” the 

discriminator by updating the combination of the two, pointing out that the generated output is a 

real or valid one. Then the loss for each one of the two models is calculated, the generator is 

updated by training based by the combination of his and discriminators loss. This model is trained 

for 10000 epochs with Optimizer is Adam with beta at 0.4, loss is binary_crossentropy and the 

learning rate was 0.00001. 

Figure 19:LSTM Discriminator 
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“The plot shows the losses for the discriminator (red) and generator (blue) and clearly shows 

the steep fall, of both loss values, towards zero over the first iterations, where it remains for the rest 

of the run” [31] 

As seen that the results below the performance of the generator is average.  

 

Figure 20:GAN Loss Per epoch 

Figure 21:Gyroscope fake data, created from LSTM Generator 
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4.3 Classification 

In conclusion of the experiment, an LSTM network is trained to recognize if the time 

sequence that is given is generated by the GAN’s generator (Bot) or it came directly from the 

HuMIDB (Human).  

 

4.3.1 Create training and testing Dataset 

For the real data were used 183 random user sessions from HuMIDB.  

For the fake data were used the two type of Generators (LSTM, Neural Networks) and from 

different epoch training (9 Generators). The generators used is shown at Table 1.  

Type Epochs Trained 

LSTM Lowest Error 
LSTM 4000 
LSTM 5000 
LSTM 6000 
LSTM 8000 

NN 4000 

NN 5000 

NN 6000 

NN 10000 

Table 1:Generators stored for fake data creation 

For all the training dataset were used 65 real Time Series and 65 timeseries Created from 

Generator, for the total of 130. As for the testing dataset, 118 Real Time Series and 118 timeseries 

Created from Generator were used for 236 timeseries in total. 

 

4.3.2 Classification models 

In this section, a LSTM model for bot classification was created. For the classifier, a simple 

Biderectional LSTM (64 units) was used as first layer, followed by leaky ReLU and a dropout layer. 

In ends with a time distributed dense layer with one output, with linear activation function to make 

0 or 1 predictions for the two classes (human and bot) in the problem. 
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Because it is a binary classification problem, binary_crossentropy is used as the loss 

function. The efficient ADAM optimization algorithm is used. The model is fit for only 10 epochs 

since it quickly overfits the problem. 

Also discriminators (both LSTM and NN) from the GANs training, in different epochs, were 

stored also, with the intention of, be tested if they can be used as classifiers as well. 

4.3.3 Results 

All the scenarios were trained with the same size of training (130 Time-Series) and testing 

(236 Time-Series). 

 

4.3.3.1 Discriminator as classifier 

Discriminator testing fake data comes from one LSTM generator only. The discriminators 

are already trained from the GAN training. So for the different type of discriminators, we get the 

following results, as seen at the tables below. 

 

Type Epochs Trained Accuracy 

LSTM 500 50.0 
LSTM 1000 50.0 
LSTM 1500 50.04 
LSTM 2000 50.4 

Figure 22:LSTM for classification 
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LSTM 2500 51.20 
LSTM 3000 47.29 
LSTM 3500 32.34 
LSTM 4000 25.01 
LSTM 4500 23.44 
LSTM 5000 25.66 
LSTM 5500 23.65 
LSTM 6000 22.80 
LSTM 6500 33.31 
LSTM 7000 45.09 
LSTM 7500 49.73 
LSTM 8000 50.03 
LSTM 8500 50.02 
LSTM 9000 50.03 
LSTM 9500 50.11 
LSTM 10000 50.35 

Table 2:LSTM discriminators as classifier 

Type Epochs Trained Accuracy 

NN 200 50.0 

NN 300 50.39 

NN 400 46.87 

NN 500 46.09 

NN 1000 46.09 

NN 2000 46.09 

NN 3000 46.48 

NN 4000 46.09 
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NN 5000 46.48 

NN 6000 46.09 

NN 7000 46.09 

NN 8000 46.09 

NN 9000 46.09 

NN 10000 46.09 

Table 3:ANN discriminators as classifier 

The discriminators performance wasn’t good enough. Their accuracy was about 50%. 

 

4.3.3.2 LSTM Classifier 

LSTM classifier was tested with different versions of training and testing dataset, regarding 

the fake samples. Everyone of these were evaluated separately.  

✓ Both training and testing Datasets are created from LSTM Generators 

Excellent Accuracy: 99.70% 

✓ Both training and testing Datasets from NN Generators 

Excellent Accuracy: 99.93% 

✓ Both training and testing Datasets from Both type of Generators 

Excellent Accuracy: 99.69% 

✓ Training Dataset from all Generators and testing from NN Generators 

Excellent Accuracy: 99.68% 

✓ Training Dataset from NN Generator and testing from each Generators 

 

Type Epochs Trained Accuracy 

LSTM Lowest Error 54.03 

LSTM 4000 49.33 

LSTM 5000 50.19 

LSTM 6000 51.13 

LSTM 8000 50.25 

NN 4000 99.99 

NN 5000 100 

NN 6000 100 

NN 10000 100 

Table 4:Training Dataset from NN Generator and testing from each Generators Accuracy 
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The LSTM classifier was trained from an ANN Generator so the Accuracy for the samples 

that came from ANN Generators is excellent. From the other hand, the model had poor performance 

for the LSTM Generated samples, almost like the discriminator. 

This is a very good result, and very promising for future work. In some cases, the testing 

evaluation, was 100% accurate. Comparing other papers that used same classifier, with better bot 

performance, their results were almost similar than this approach. Significantly in [3] the results 

was 90%, in [5] around 80%-90% and in [70] but in a hybrid solution, it was 99.1% which is a 

superior performance. 
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5  

Discussion 

We found that GANs-generated fake sensor timeseries can be easily detected using LSTM. 

However, it was not surprising to notice that the DL  performed better than discriminators for 

detecting synthetic timeseries. Also the performance  of the GAN wasn’t so remarkable. 

5.1 GAN performance 

In applications, GANs can be both beneficial and disruptive, but, on the other hand, there is 

always a switch, among their benefits, meaning the obstacles that come with the usage with them. 

We may divide GAN's difficulties into three categories:” 

• Collapse mode 

• Instability and non-convergence 

• Sensitivity to hyperparameters and evaluation measures is exceptional. 

Inability to find network convergence is one of the leading causes of failure modes. 

“GANs are inherently unstable because they are made up of two networks, each with its own 

loss function. Diving a little deeper into the question, the Generator loss can lead to GAN instability, 

which can be the cause of the gradient vanishing problem when the Discriminator can easily 

distinguish between real and fake samples.”[15,20] 

“This could be a reference to the notion that local equilibria exist in the non-convex game 

we're training GANs for, as proposed in an article about GANs convergence and stability. Some 

solutions to this problem are reversing the target used to calculate the cross-entropy cost or using a 

gradient penalty to avoid local equilibria.”[15,20] 

“In most circumstances, the ideal situation in which both networks stable and deliver 

consistent results is difficult to attain. One reason for this issue, is that as the generator improves 

with subsequent epochs, the discriminator weakens, because is becoming unable to distinguish 

between true and fake data. “[15] 

“The generator can easily deceive the discriminator by finding a specific type of data. It'll 

keep generating the same data under the premise that the target has been met. The system as a whole 

may over-optimize for that one form of output. The discriminator has a 50 percent accuracy if the 

generator succeeds every time, akin to flipping a coin. This puts the GAN's overall convergence in 
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jeopardy. This is a problem with a high degree of unpredictability. It wasn't anticipated until 

someone observed that the generator produces, just one or otherwise, a limited subset of possible 

outputs or modes. ” 

“The discriminator, on the other hand, is performing admirably. Because the generator loss 

is increasing, the outcomes are becoming increasingly terrible, making it very easy for the 

discriminator to categorize them as false. The loss graph, too, does not reach equilibrium.” 

The challenge with detecting mode collapse and other failure modes is that qualitative 

analysis is insufficient (like manually looking at the data). If there is a large amount of data or the 

problem is really complex, this method may fail. Convergence failure, in practice, means that a 

visually awful set of data is generated. [15] 

“The issue is how to identify and correct failure modes. The first piece of advise is to look 

at loss graphs. It's also a problem if a loss graph for both the generator and the discriminator declines 

to zero, in the first epochs. It suggests the generator has discovered a group of false timeseries that 

the discriminator can easily detect. Figure 20 describes this precise scenario.”[20] 

“Because the model parameters, fluctuating at a large amount and never converge, some 

researchers have developed, new loss functions to help GANs find a better optimum. Researchers 

are likely to experiment with numerous cost functions, before coming up with a final solution for 

the importance, and they have pointed out that choosing the proper loss function can successfully 

deal with training instability.”[20] 

“Improvements and innovations, in the field of the ML models, loss functions, include the 

application of new probability distance and divergence, which can solve and explain with details,  

the mode collapse problem, while stabilizing GAN training, is proposed like WGAN. Also the 

WGAN-GP, introduces of Regularization or Gradient Penalty, presenting an improved version of  

WGAN providing more stable training.” EBGAN/BEGAN, LSGAN, RGAN, and RaGAN are some 

additional typical cost functions utilized in state-of-the-art GANs. There will be more and more, and 

the existing ones will be upgraded and become more stable, because cost function is an important 

research field in GANs [20,24,29]. 

The input, which is usually random noise for the generator, is sampled from latent space. If 

the latent space is limited, more outputs of the same type will be produced. 

“Furthermore, a high learning rate has been recognized as one of the most typical challenges 

encountered while training GANs. Either mode collapse or non-convergence occurs as a result. The 

learning rate should be kept low, as low as 0.0002 or even lower. The issue that can arise is that due 

to a high learning rate, the discriminator cannot be educated even a little.” 

Likewise, an aggressive modifier is detrimental to GAN training. As a result, it is impossible 

to find a balance between generator loss and discriminator loss, resulting in convergence failure. 

Betas are the hyperparameters utilized in Adam Optimizer to calculate the gradient's running 

average and square. Beta = 0.9, which is the default value in many ML libraries, makes the optimizer 

more aggressive, therefore it needs to be reduced. 

Some researches of regularization for improving GAN convergence, suggesting, to add noise 

to discriminator inputs [10] or/and penalizing discriminator weights [55]. 
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As a result, experiment tracking is critical for training GANs. It's critical to comprehend the 

loss graphs and pay close attention to the generated intermediate data. If not calibrated properly, 

hyperparameters such as learning rate, optimizer parameters, latent space, and so on might destroy 

a GAN model. 

With the rise in GAN models in recent years, there has been an increase in study into 

stabilizing GAN training. There are plenty of other strategies that are useful in specific situations. 

[6,20,30,53,61]. 

 

5.2 Discriminator as Classifier 

“The generator samples random noise and provides an output from it as it is being taught. 

The output is then passed via the discriminator, which classifies it as "True" or "Fake" based on the 

discriminator's ability to distinguish one from the other. The generator loss is then determined using 

the discriminator's categorization; if it successfully fools the discriminator, it is rewarded, otherwise, 

it is penalized. Likewise, the discriminator penalizes itself for misclassifying a true instance as fake 

or a fake instance, as true”[24] 

“Typically, the GAN's main goal is to generate a variety of outputs. Instead, the network 

teaches itself, to predict a specific data distribution through recurrent training, resulting in a 

consistent output. Every time, the generator is trying to select the one output that appears most 

credible to the discriminator during the training process. Instead, through repeated training, the 

network learns to predict a given data distribution, resulting in a reliable output. During the training 

of the network, the generator is trying to select the one output that appears most believable in order 

to fool the discriminator. ” 

“Concluding, the best that the discriminatorcan do as a strategy, is the rejection of the 

generator's output, all of the time. If the next generation or output, of discriminator, remains in a 

local minima and can't find a way out by recalculate the weights, the next generator training epoch, 

will have an easier time generating the most feasible output, so a biggest challenge, for the current 

discriminator. ”[20,24]  

 

5.3 LSTM Classification 

 

“Models of LSTM networks are a sort of recurrent neural network that can learn and 

remember extended sequences of input data. They're designed to work with data that's made up of 

extended data sequences.” 

“Multiple sequences of input data for example the time series produced by a sensor, such as 

the axis of the accelerometer and in the current experiment, the gyroscope data, can be supported 

by the model. The model learns how to extract features from observation sequences and how to link 

internal features to various activity kinds.” 
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“The main advantage of using LSTMs for sequence data or timeseries, classification is that 

they can learn directly from raw time series data, so they do not, need to construct manually, input 

characteristics. The model can learn an internal representation of the time series data and accomplish 

performances that are comparable to models fit on a version of the dataset with engineered 

features”[16,22,30,31,53]. 

According to the review and the results of the studies, the LSTM classifier should produce 

good results, which it did. In several instances, the accuracy was nearly 100 percent. The synthetic 

data technique failed miserably, whereas the simple LSTM functioned admirably. 
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6  

Conclusion and Future Work 

The fast adoption of new technology is boosting productivity but also posing new 

cybersecurity challenges. Identity theft and online account hacking are no longer the exclusive types 

of cyberattacks. They endanger the physical world, including houses, cities, infrastructure, and 

medical equipment in people's bodies. 

A slew of digital technologies, including artificial intelligence (AI), automated botnets, the 

Internet of Things (IoT), and cloud computing, both assist and defend attacks on a scale, speed, and 

sophistication never seen before. 

“Bots are designed to mimic or replace human user behavior. They are much faster than 

human users because they are automated.“Bots are used by businesses, people and even other AI 

programs, for undertaking repetitive tasks that would otherwise cannot be performed or difficultly 

done, by humans. Compared to similar human work, bot tasks are often simple and can be completed 

at a significantly faster rate, making human life much easier.” 

Bots come in a variety of forms, including chatbots, social bots, shop bots, and internet bots, 

which are also known as spiders, crawlers, or web bots. Bots are occasionally employed for criminal 

actions such as data theft, frauds, or DDoS assaults. They perform useful duties such as customer 

support or indexing search engines. Attackers may spread malicious bots in a botnet to carry out 

these attacks and hide the source of the attack traffic. 

Bot generation and detection have both been enlisted the help of advanced AI ideas such as 

LSTM and GANs. The essential concept of a GAN is indirect training via a discriminator, which is 

another neural network that can determine how realistic an input is and is updated constantly as 

well. This essentially means that the generator is trained to deceive the discriminator rather than 

minimize the distance to a certain amount, meaning that the model learns, without supervision [30]. 

A cell, an input gate, an output gate and a forget gate make up a typical LSTM unit. The three gates 

control the flow of information into and out of the cell, and the cell remembers values across 

arbitrary time intervals [13]. Time series data is well-suited to LSTM networks for classification, 

processing, and prediction. 
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So, in this thesis two GANs, one made by NNs and one by BLSTM were used for generating 

bots and a BLSTM for the bot detection. Also there have been a try for the GAN discriminators as 

classifier. 

For the experiment first step was the data preparation, in which took place, the data selection, 

normalization, resample and standardization. As Dataset the HuMIdb was chosen. Then GANs were 

trained, and after the detection took place, trying to separate if the sample was given was came from 

the generators or directly from the dataset 

The experiment has acted good in detection, but poor in creation. The problem for the GAN 

was the convergence failure, which means that a bad set of data is getting generated. So, it was easy 

for the classifiers to make the right choice. The accuracy of LSTM classifier was in some scenarios 

100%. Discriminators were tested as classifiers as well, but the results were 50%. This was also be 

owed to converge failure.  

The hyperparameter adjustment looks to be the solution to the issue. Model hyperparameters 

such as the number of units, training epochs, batch size, optimizer, loss functions, and learning rate 

can all be tuned. After the Generator has performed successfully, it is worthwhile to try the 

discriminator as a classifier once more. 

More sensors should be added to the dataset as the experiment progresses, so that more 

information regarding authentication, or the data series combination that is required for a certain 

activity, is available. 

Finally, we can add more LSTM variations, GRUs, and CONV layers to the classifier and 

GAN. A hybrid classifier can be utilized, with GANs assisting in the extraction of features in a more 

detailed fashion. 

Because we are living in the Internet of Things era, we must be worried about the potential 

of good bots as well as the threat of malevolent bots. Bot evolution will be more effective with these 

methodologies for generating, detecting, and categorizing bots. Many researchers from around the 

world have put a lot of effort into fixing this problem, and the application of the recommended 

solutions will lead to increased trust and fairness. 
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