
UNIVERSITY OF THE AEGEAN

DEPARTMENT OF STATISTICS AND ACTUARIAL - FINANCIAL
MATHEMATICS

STATISTICS AND DATA ANALYSIS

A MACHINE LEARNING APPROACH FORMICRO-CREDIT
SCORING AND LIMIT OPTIMIZATION

MASTER THESIS

TSELEKIDOU EFTYCHIA

SAMOS 2023

 



UNIVERSITY OF THE AEGEAN

DEPARTMENT OF STATISTICS AND ACTUARIAL - FINANCIAL
MATHEMATICS

STATISTICS AND DATA ANALYSIS

A MACHINE LEARNING APPROACH FORMICRO-CREDIT SCORING
AND LIMIT OPTIMIZATION

MASTER THESIS

TSELEKIDOU EFTYCHIA
sasm21004
JUNE, 2023

EVALUATION COMMITTEE

LAPPAS PANTELIS
(SUPERVISOR)

KARAGRIGORIOU ALEXANDROS

XANTHOPOULOS STYLIANOS



1

To my family.



CONTENTS 2

Contents
Acknowledgements 4

Abstract 6

�������� 8

1 Introduction 10

2 Credit Risk and Credit Scoring 12
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Credit Risk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Credit Risk Measure . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 The 5 Cs of Credit . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.4.1 Character . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.2 Capacity . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.3 Capital . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.4 Collateral . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.5 Conditions . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.6 Importance of 5 Cs . . . . . . . . . . . . . . . . . . . . 20

2.5 Basel Regulations . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5.1 Basel I . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5.2 Basel II . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5.3 Basel III . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.6 Credit Scoring . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.7 Aspects of Credit Scoring . . . . . . . . . . . . . . . . . . . . . 32
2.8 Credit Scoring in Real Life . . . . . . . . . . . . . . . . . . . . 34
2.9 Types of Credit Scoring . . . . . . . . . . . . . . . . . . . . . . 35
2.10 Credit Scoring Applications . . . . . . . . . . . . . . . . . . . 36

3 Statistical Techniques for Credit Scoring 37
3.1 Data Mining in Credit Scoring . . . . . . . . . . . . . . . . . . 37
3.2 Statistical Techniques . . . . . . . . . . . . . . . . . . . . . . . 39

3.2.1 Linear Regression . . . . . . . . . . . . . . . . . . . . . 40
3.2.2 Binary Logistic Regression . . . . . . . . . . . . . . . . 42
3.2.3 Linear vs Logistic Regression . . . . . . . . . . . . . . 44
3.2.4 Discriminant Analysis . . . . . . . . . . . . . . . . . . 45



CONTENTS 3

3.2.5 Probit Analysis . . . . . . . . . . . . . . . . . . . . . . 47
3.2.6 Weight-of-Evidence Measure . . . . . . . . . . . . . . . 48
3.2.7 Decision Trees and Random Forest . . . . . . . . . . . 50
3.2.8 k-Nearest-Neighbor . . . . . . . . . . . . . . . . . . . . 53
3.2.9 Expert Systems . . . . . . . . . . . . . . . . . . . . . . 55
3.2.10 Neural Networks . . . . . . . . . . . . . . . . . . . . . 57
3.2.11 Genetic Programming . . . . . . . . . . . . . . . . . . 59

3.3 Performance Evaluation Criteria of Credit Scoring . . . . . . 62

4 Optimization Techniques 68
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2 Optimization Problems . . . . . . . . . . . . . . . . . . . . . . 71
4.3 Linear Programming . . . . . . . . . . . . . . . . . . . . . . . 73

4.3.1 The Simplex Method . . . . . . . . . . . . . . . . . . . 77
4.3.2 Basic Solutions . . . . . . . . . . . . . . . . . . . . . . . 80

4.4 Quadratic Programming . . . . . . . . . . . . . . . . . . . . . 83
4.5 Conic Programming . . . . . . . . . . . . . . . . . . . . . . . . 84
4.6 Integer Programming . . . . . . . . . . . . . . . . . . . . . . . 85
4.7 Dynamic Programming . . . . . . . . . . . . . . . . . . . . . . 86
4.8 Optimization with Data Uncertainty . . . . . . . . . . . . . . 86
4.9 Stochastic Programming . . . . . . . . . . . . . . . . . . . . . 87
4.10 Robust Optimization . . . . . . . . . . . . . . . . . . . . . . . 88

5 A Real Case Study on Micro-Finance 91
5.1 Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.1.1 Data Pre-Processing . . . . . . . . . . . . . . . . . . . . 94
5.1.2 Logistic Regression and Random Forest Model Fitting 97
5.1.3 Optimization Problem . . . . . . . . . . . . . . . . . . 103

6 Conclusion & Possible Extensions 122



CONTENTS 4

Acknowledgements
I would like to express my deepest appreciation to the individuals and
organizations who have provided invaluable support and made significant
contributions throughout the completion of this thesis.

First and foremost, I am profoundly grateful to my supervisor, Pantelis
Lappas, for his invaluable guidance, expertise, and unwavering support.
His insightful feedback and constructive criticism have been instrumental
in shaping the development of this research.

I would like to extend my sincere thanks to Alex Karagrigoriou and Stelios
Xanthopoulos, my thesis committee members, for their valuable input, sug-
gestions, and dedicated time spent reviewing and evaluating my thesis.

I am truly thankful to the University of the Aegean for providing me with
access to the necessary resources and information that have made this re-
search possible.

My heartfelt appreciation goes to my colleagues and friends who have
provided continuous encouragement and assistance. I am incredibly grate-
ful to have had the opportunity to meet and interact with them as they have
become an integral part of my life throughout these years.

Furthermore, I am deeply indebted to my family for their unwavering love,
support, and understanding, particularly during challenging times. Their
constant encouragement and belief in my abilities have played a pivotal
role in overcoming obstacles and maintaining my motivation throughout
the entire thesis process.

In the end, I am deeply grateful to the person who first introduced me
to the field of statistics, which made me really love and value this subject. I
am very thankful for his priceless help and support during this journey.

Although it is impossible to mention everyone who has contributed to
this thesis, please accept my sincere gratitude for your support and encour-
agement.





CONTENTS 6

Abstract
This thesis, conducted within the postgraduate program ”Statistics and Data
Analysis” at the University of the Aegean in Department of Statistics and
Actuarial - Financial Mathematics, aims to enhance credit risk assessment
in the context of micro-loans by analyzing optimal boundary results for
both new and existing clients. The research objective is to contribute to
improved lending practices and financial inclusion through the develop-
ment of a more accurate and e↵ective credit risk assessment framework. A
multi-method approach is employed to achieve this objective.The research
begins by exploring the theoretical foundations of credit risk and examining
various credit rating methods used in real-life scenarios. This comprehen-
sive analysis provides a solid understanding of the current landscape of
credit risk assessment in micro-finance.

Furthermore, a case study analysis is conducted using real micro-loan
data, focusing on determining optimal thresholds for both new and existing
clients. For the total dataset, statistical techniques are applied for data
cleansing and feature selection. Principal Component Analysis (PCA) is
utilized for dimensionality reduction, identifying key factors contributing
to credit risk. Logistic Regression is further employed to develop a predic-
tive model that assesses creditworthiness, considering relevant variables
and estimating probabilities of repayment. Additionally, for evaluating
and comparing reasons, the Random Forest algorithm was employed in
conjunction with the aforementioned methods. The integration of Logistic
Regression and Random Forest facilitates a comprehensive and meticulous
analysis of credit risk factors, thereby augmenting the precision of risk eval-
uation and decision-making procedures in the domain of micro-lending. To
optimize constraints and enhance decision-making, the simplex algorithm
is employed. This examination enables the acquisition of optimal quantities
of micro-loans that can be disbursed and determines the number of loans to
be approved, ensuring e�cient and e↵ective loan allocation. By integrating
these methodologies, this research advances the field of credit risk analysis
in micro-loans. The findings provide valuable insights into improving risk
assessment accuracy and decision-making processes.

Key words: credit scoring, micro-finance, machine learning, logistic
regression, random forest, limit optimization, simplex method.
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1 Introduction
The provision of Micro-loans has surfaced as a crucial means of financial
sustenance for both individuals and small-scale enterprises experiencing
constraints in accessing customary banking services. Precisely evaluat-
ing credit risk with regards to micro-loans poses a noteworthy di�culty.
The distinctive attributes of micro-loans, characterized by a substantial
number of modest loan amounts, restricted availability of past financial
information, and absence of collateral, render it challenging to establish
the creditworthiness of borrowers with complete assurance. Consequently,
financial institutions encounter elevated unpredictability in establishing
optimal loan limits for both novel and current customers. The resolution
of these obstacles and the delivery of discernment concerning the most
fitting boundaries for credit risks can significantly enhance the potency and
longevity of micro-finance schemes, bringing benefits to both creditors and
debtors.

The primary objective of this dissertation is to e↵ectively tackle the as-
sociated challenges and furnish significant perspectives concerning the
analysis of credit risk within the micro-loan industry. The investigation
endeavors to surmount the deficiencies of traditional credit risk assessment
methodologies through the implementation of inventive paradigms and the
utilization of advanced statistical and machine learning techniques.

The present study is aimed at uncovering the most e↵ective threshold
outcomes concerning both newly acquired andpreexisting client bases in
the sphere of micro-finance. By incorporating comprehensive credit scoring
models, which encompass both traditional credit risk factors and non-
conventional data sources, financial institutions can enhance their ability
to make well-informed decisions regarding loan approval and borrowing
limits. The goal of this investigation is to enhance the e↵ectiveness and
endurance of micro-loan initiatives by rectifying the disparities between
established procedures for assessing credit risks and the obstacles encoun-
tered within micro-finance.

This study aims to illuminate the fundamental factors a↵ecting credit risk
in the context of micro-loan disbursement. Through the identification and
comprehensive analysis of various determinants that significantly impact
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creditworthiness, stakeholders such as policymakers, regulators, and micro-
finance institutions can acquire vital perspectives to facilitate the creation of
personalized interventions and policies aimed at promoting ethical lending
practices. The principal aim of the study is to improve the financial inclu-
sion among disadvantaged communities, encourage the implementation of
sustainable lending methodologies, and instigate economic progress at a
grassroots level.

In summary, the present study aims to provide motivation, innovation, and
commitment to the domain of micro-loan credit risk assessment. Through
the presentation of innovative approaches, utilization of advanced method-
ologies, and integration of alternative data sources, this research endeavors
to address the obstacles associated with assessing credit risk in the micro-
loan sector. The findings and insights of this study present a significant
potential for transforming the practices of credit risk assessment, enhanc-
ing decision-making procedures for financial institutions, and promoting
economic opportunities and growth for disadvantaged populations.

The study is structured into four separate chapters that aim to examine
various crucial aspects pertaining to the management and assessment of
credit risk. Chapter 2 establishes the theoretical framework for credit risk
and explores the diverse credit rating techniques implemented in real-world
settings. Furthermore, this chapter presents an analysis of the various in-
dustries in which credit rating practices are frequently utilized, furnishing
a comprehensive overview of the extant credit risk evaluation assessment.
Chapter 3 explores statistical methodologies utilized in the micro-credit
approach. This chapter focuses into the utilization of statistical models,
such as logistic regression, for the purpose of evaluating creditworthiness
and scrutinizes their e�cacy within the domain of micro-loans. After-
wards, Chapter 4 discusses techniques for optimizing problems, with a
specific emphasis on the well-established Simplex method for solving linear
programming problems. Upon conclusion, Chapter 5 o↵ers a thorough
investigation of micro-loans utilizing a comprehensive approach based on
a real case study. This chapter is dedicated to the examination of data
pre-processing and analysis, accomplished through the use of advanced
analytical techniques.
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2 Credit Risk and Credit Scoring

2.1 Introduction
Credit risk represents a tremendously significant commodity within the
context of banking establishments and financial organizations. There exists
a constant demand from clients seeking financial assistance in the form of a
loan. Due to the inherent risks associated with loans, it is crucial to discern
viable loan candidates and establish measures to distinguish favorable ap-
plicants from unfavorable ones. In order to mitigate the aforementioned
challenge, commercial entities such as banks initiated the process of creat-
ing credit scores. By utilizing the credit scores of prospective borrowers,
financial institutions are able to determine the level of risk associated with
loan applications. The process of computing an individual’s credit score
is utilized by lenders in order to determine the suitability of extending
credit. Factors such as the potential borrower’s ability to meet their loan
obligations and the percentage of credit or loan that they are eligible to
receive are taken into account when making this determination [111].

Lending institutions, commonly employs ”historical” information acquired
from clientele in order to construct the scorecard for prospective borrowers.
The aforementioned task was initialy executed through the collection of
pertinent information regarding prospective candidates, comprising their
income, employment sector, present occupation, remaining obligations,
financial holdings, tenure with the financial institution, credit record, and
any past history of defaults or tardiness in payments. In contemporary
times, the practice of credit scoring gained significant prevalence subse-
quent to the 80s, in accordance with scholarly research conducted by Lyn et
al. [111]. Historically, credit scoring was a practice exclusively employed by
financial institutions, specifically banks. However, its application has since
been broadened to encompass the issuance of credit cards, which serve as
an alternative type of loan. Presently, credit scoring is utilized across multi-
ple industries including credit cards, membership cards, mobile network
providers, insurance companies, and various government agencies.

An essential premise that underlies the development of a credit scoring
model is the assumption that past patterns can serve as reliable indicators
of future trends. Through the examination of historical repayment patterns
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exhibited by former clients, it is feasible to glean insight into the prospective
default risks posed by future patrons. In particular, with regard to the prior
clientele, knowledge is gained regarding those who have demonstrated
favorable financial reliability and those who have exhibited unfavorable
financial reliability. The aforementioned binary target variable, Y, denoting
a positive or negative status, is presently established as the primary focus of
our analysis. The main objective is the examination of its correlation with all
relevant information accessible at the time of scoring regarding the obligors
in question. The aim of credit scoring nowadays, is to accurately measure
this linkage with the purpose of aiding credit assessments, monitoring,
and administration. Financial institutions evaluate the creditworthiness of
borrowers both at the time of loan application and periodically throughout
the duration of the financial agreement, typically encompassing loans, loan
commitments, and guarantees. This entails a scoring system designed to
assess the borrower’s risk, allowing financial institutions to make informed
lending decisions.

2.2 Credit Risk
When financial institutions extend loan agreements to borrowers in the form
of mortgages, credit cards or other types of credit instruments, there exists
a certain level of inherent risk regarding the possibility of non-repayment
by the borrower. In the event that a business extends credit to its clientele,
there exists a possibility that said clientele may default on their payment
obligations.

One of the crucial determinants of the value and return rate of financial
endeavors is credit risk. Whilst the study and evaluation of credit risk’s im-
pact on bond value has been extensively explored over time, the emergence
of analytical models for the examination and quantification of such e↵ects
has only recently surfaced.

Credit risk is assessed by evaluating the borrower’s comprehensive ca-
pability to reimburse a loan in compliance with its initial conditions. In
the process of evaluating the credit risk associated with a consumer’s loan,
lenders commonly examine the five key factors, commonly referred to as the
five Cs of credit (see subsection 2.4), including the borrower’s credit history,
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ability to repay the loan, financial capital, loan terms and conditions, and
any collateral held in association with the loan agreement.

The assessment and quantification of credit risk is considered to be a com-
plex and extensively examined dimension of market risk. The conventional
approach towards studying the subject matter has been to employ the ac-
tuarial techniques of risk evaluation which are rooted in the analysis of
past data. The accelerated expansion of derivative activity within the finan-
cial market, specifically within the domain of over-the-counter and credit
derivatives, along with the elevated level of complexity exhibited by partic-
ular financial instruments, has exposed the insu�ciency of conventional
approaches in accurately assessing real-world risks.

In essence, credit risk can be characterized as the possibility that a contrac-
tual counterpart fails to fulfill its monetary responsibilities, resulting in a
detrimental outcome for the loaning entity. Nonetheless, this description
solely considers the most extreme scenario in which the debtor is rendered
insolvent. A decline in the creditworthiness of the debtor may also result
from a deterioration in their financial condition, without necessarily leading
to insolvency. A more comprehensive explication of the concept of ”credit
risk” entails the impact that an unanticipated fluctuation in a debtor’s level
of creditworthiness may have on the credit value. The analytical assess-
ments furnished by rating agencies, such as Standard & Poor’s and Moody’s,
represent an appraisal of the creditworthiness of corporations and nations.

Consequently, there exist two distinct interpretations of the term ”credit
risk” that serve to di↵erentiate between credit loss incurred subsequent to a
debtor’s insolvency, herein referred to as the default-mode paradigm, and
variations in exposure value resulting from the depreciation of the debtor’s
creditworthiness, with insolvency being an infrequent occurrence. This
alternative interpretation is recognized as the Mark-to-Market or Mark-to-
Model paradigm.

2.3 Credit Risk Measure
Undoubtedly, Value at Risk (VaR) is the most commonly employed metric
in financial risk management. This particular risk measurement method-
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ology though may not be optimally suited for quantifying counterparty
risk given a myriad of underlying factors. The notion of credit exposure
necessitates a comprehensive assessment across multiple temporal horizons
in order to illuminate the impact of the passage of time and overarching
trends. Counterparty risk must be evaluated from both pricing and risk
management perspectives, necessitating the use of multiple metrics. In
order to conduct a comprehensive assessment of counterparty risk within a
portfolio, it is imperative to attain a nuanced understanding of the e↵ective
exposure that exists in relation to each and every individual counterparty.

Although VaR is the most well-known risk measure, there exist several
alternative ones:

• In the context of risk management, institutions demonstrate a prefer-
ence for positions exhibiting positiveMark toMarket values as they are
uniquely positioned to generate exposure, a factor previously noted
given the asymmetrical nature of counterparty risk. The anticipated
level of exposure at time t is solely based on positive Mark to Mar-
ket evaluations. The term ”mean future exposure” is operationally
defined as the calculated arithmetic average of the distribution of
exposure at a predetermined future date.

• Regarding potential future exposure (PFE), it can be posited that at
a predetermined time interval (t) and accounting for the most unfa-
vorable hypothetical situation, it denotes the future exposure value to
a specific level of certainty. Due to the uncertainty of future Mark-to-
Market values at a specified date, the PFE is best characterized as a
probability distribution.

• The anticipated favorable exposure within a designated period [0,T],
represents a methodological appraisal of potential exposure for trans-
actions that are susceptible to counterparty risks. This evaluation
is conducted through a weighted average computation, spanning a
duration that is determined by the anticipated values of these expo-
sures. The notion of a weighted average is established based on the
correlation between the temporal scope of individual anticipated ex-
posures and the overall duration of the relevant time frame under
consideration.
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2.4 The 5 Cs of Credit
The quintessential attributes of financial credit, also known as the ”Five
Cs of Credit”, serve as an evaluative framework employed by lending in-
stitutions to assess the reliability and solvency of prospective borrowers.
The theoretical framework underpinning the lending system entails an
assessment of five intrinsic attributes of the prospective borrower alongside
the terms and conditions of the loan. The goal of this rigorous evaluation
exercise is to ascertain the likelihood of default and potential exposure to
financial loss borne by the lender. The quintet of credit evaluation parame-
ters referred to as the ”Five Cs of Credit” encompasses character, capacity,
capital, collateral, and conditions.

Hence, borrower assession method involves the employment of both qual-
itative and quantitative criteria. When assessing a borrower’s financial
eligibility, lenders usually evaluate a range of pertinent documentation,
including, but not limited to, credit reports, credit scores, and income state-
ments. Additionally, they take into account information pertaining to the
loan itself. However, every lender possesses a unique approach in assessing
the creditworthiness of a prospective borrower.

2.4.1 Character

The term character, refers to the credit history of a borrower, encompassing
his standing or past performance in terms of repayment of debts. The afore-
mentioned data is documented on the credit reports of the recipient and is
created by the three prominent credit bureaus, namely Equifax, Experian,
and TransUnion. Credit reports include comprehensive data concerning an
individual’s previous borrowing activities, such as the amount borrowed,
and his compliance with loan repayment schedules.

Moreover, the aforementioned reports comprise data related to collection
accounts and bankruptcies, with the majority being preserved for a pe-
riod of seven to ten years. The data presented in these reports facilitate
the assessment of the borrower’s creditworthiness by financial institutions.
A prominent instance of this can be witnessed in the workings of FICO,
which utilizes the data available in a consumer’s credit report to generate a
credit score. This score serves as a mechanism for lenders to obtain a swift
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overview of the individual’s capacity to honor their financial commitments,
preceding a more extensive appraisal of their credit reports.

A specific credit score threshold must be met by potential borrowers in
order to secure approval for a fresh loan from a considerable number of
lenders. The minimum credit score criteria typically exhibit inconsistencies
between lenders as well as divergences amongst distinct loan o↵erings. The
positive correlation between a borrower’s credit score and the probability
of loan approval is a pervasive norm in lending practices.

Lenders frequently rely upon credit scores to determine the interest rates
and conditions of loans. The outcome frequently manifests in more desir-
able loan propositions for individuals possessing high-quality credit scores.
Considering the paramount importance of possessing a commendable credit
score and an accurate credit report to obtain loan approvals, it would be
prudent to contemplate availing the benefits o↵ered by the premier credit
monitoring services to ensure the safeguarding of this valuable data.

2.4.2 Capacity

The capacity of a borrower to repay a loan, is gauged by means of evaluating
his income in relation to their recurring debts, and by scrutinizing their
debt-to-income (DTI) ratio. Loan providers determine the DTI ratio by
aggregating a borrower’s overall monthly indebtedness and dividing it by
the gross monthly earnings of the borrower. The propensity for a potential
borrower to receive approval for a new loan is directly correlated with a
diminished DTI.

It is noteworthy that every lending organization has its individual set of cri-
teria. However, a substantial number of lenders tend to favor an applicant’s
DTI to be at or below 36% before sanctioning a new financing application.
It is noteworthy that on certain occasions, lenders may be restricted from
extending loans to customers who possess elevated DTI ratios [47].

According to the Consumer Financial Protection Bureau (CFPB), meeting
the criteria for a new mortgage generally necessitates a DTI of 43% or less,
which is intended to guarantee that the borrower can conveniently a↵ord
the monthly payments for the new loan [27].
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2.4.3 Capital

In addition to the aforementioned factors, financial lenders also take into
account the capital contributions made by the borrower in the context of a
potential investment. The probability of default is inversely related to the
magnitude of the borrower’s capital contribution.

Borrowers who are able to provide a down payment for their prospective
home, tend to encounter less di�culty when seeking to secure a mortgage
including specialized mortgages intended to expand access to home own-
ership for a wider range of individuals. As an illustration, loans o↵ered
by the Federal Housing Administration (FHA) which are backed with an
assurance may necessitate a minimum down payment of 3.5% or greater,
while 90% loans underwritten by the United States are also subject to sim-
ilar conditions ([64] and [65]). The Department of Veterans A↵airs (VA)
does not necessitate a down payment whatsoever. The measure of capital
contributions serves to convey a borrower’s degree of investment, thereby
potentially increasing lender’s level of assurance in granting credit.

The magnitude of the initial payment may also exert an influence on the
interest rates and conditions associated with the credit facility granted to
a debtor. Typically, a higher initial deposit or augmented capital contribu-
tions tend to yield superior rates and contractual conditions. In the realm
of mortgage finance, it is widely recognized that providing a down payment
of at least 20% can e↵ectively circumvent any obligation on the part of the
borrower to procure supplementary private mortgage insurance (PMI) [78].

2.4.4 Collateral

Collateral can serve as a means by which a borrower can secure a loan. This
statement posits that providing collateral enables the lending institution to
obtain a form of guarantee that in the event of loan default by the borrower,
the lender can recuperate the collateral by means of repossession. The
security collateral serves as the underlying asset against which a borrower
secures monetary lending, for instance, an auto loan is pledged against an
automobile and mortgages are pledged against residential properties.

Due to their inherent nature, loans that are supported by collateral are
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known as secured loans or secured debt. It is commonly perceived that
these instruments entail lower risk for the issuers. Consequently, financing
arrangements that are guaranteed by a form of collateral are frequently pro-
vided with more favorable lending conditions, including reduced interest
rates, in contrast to alternative unsecured financing options.

2.4.5 Conditions

Influence on the lender’s willingness to finance the borrower is exerted by
the loan conditions, encompassing key aspects such as the interest rate and
principal amount. The term conditions can pertain to the purpose for which
a borrower intends to utilize the funds obtained. The conditions of business
loans designed to enhance prospective cash flow may be superior to those of
house renovation loans during a period of depressed housing market with
regards to borrowers who have no plans of selling their property.

Moreover, lenders may take into account factors beyond the purview of the
borrower, such as the prevailing economic climate, shifts in industry pat-
terns, or impending regulatory modifications. For businesses endeavoring
to acquire a loan, imponderable factors encompassing the future financial
stability of crucial suppliers or clientele could serve as potential hurdles.

Figure 1, illustrates the aforedescribed 5 Cs of credit risk.

Figure 1: The 5 Cs of Credit
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2.4.6 Importance of 5 Cs

Lending institutions utilize a standardized set of guidelines, colloquially
referred to as the ”five Cs,” to evaluate the financial credibility of prospec-
tive loan seekers, as well as to determine the appropriate interest rates
and credit limitations. Financial institutions make use of risk assessment
methodologies to determine the level of risk involved in extending credit to
a specific borrower, as well as the likelihood of timely and e↵ective repay-
ment of the principal and interest of the loan.

In contrast, the criteria employed by lenders are commonly referred to
as the ”four Cs”, according to certain perspectives. Due to the possibility of
uniformity in circumstances among debtors, there may be instances wherein
certain criteria that can be regulated by the debtor are given preferential
emphasis while others are excluded.

However, the inquiry remains as to which out of the five Cs holds utmost
significance?

Each of the quintuple Cs possess inherent value and ought to be deemed
significant. Certain lenders may assign greater significance to particular
categories in comparison to others depending on the current prevailing
circumstances.

The unwavering ascertainment of an applicant’s character and capacity
holds significant prominence in the decision-making process of a lender
when contemplating the extension of credit. Financial institutions often
employ various evaluative metrics, such as DTI ratios, credit score mini-
mums, or household income limits, when assessing loan applicants. These
criteria generally assess two major categories of financial standing. Al-
though a sizable down payment or collateral can positively impact loan
conditions, these factors are typically not the foremost consideration in a
lender’s decision to extend credit.

2.5 Basel Regulations
The Basel Regulations, also known as the Basel Accords, refer to a set of in-
ternational banking supervision standards that were established to provide
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a unified framework for assessing banking institutions capital adequacy
and risk management practices. These regulations were first introduced
by the Basel Committee on Banking Supervision in 1988, and have since
been revised and updated several times, with the most recent version being
known as Basel III. The primary objective of the Basel Regulations is to
ensure the stability and soundness of the global banking system, by promot-
ing prudent risk management practices and strengthening the resilience of
individual banks to potential shocks or crises.

In the upcoming section, we will endeavor to scrutinize the Capital Ac-
cords of Basel I, Basel II, and Basel III. The regulatory guidelines delineated
herein aimed to facilitate financial institutions in the e↵ective assessment
and determination of their provisions and capital bu↵ers, in order to mit-
igate the impact of diverse risk exposures. Credit risk is identified as a
crucial category of risk that requires considerable attention. This segment
undertakes a discussion focused on the e↵ect of these accords on the growth
of probability of default (PD), loss given default (LGD), and exposure at
default (EAD) credit risk models. The Basel Accords serve as a foundational
framework for various components of credit risk analysis and have been
proposed by the Basel Committee on Banking Supervision in the context
of international financial regulation. The genesis of this committee traces
back to 1974, when it was established by the consortium of G10 central
banks whereas today, the total number of members stands at 27. Regular
meetings are held at the Bank for International Settlements (BIS) located in
Basel, Switzerland.

Banks obtain monetary inflow from diverse origins. The primary perti-
nent sources comprise banking deposits inclusive of savings accounts, term
accounts, and related financial instruments. As a reciprocal agreement,
depositors are provided with a predetermined or fluctuating rate of interest.
An additional source of funding for the bank is derived from shareholders
or investors who acquire shares, thereby gaining a degree of ownership
in the institution. In the event of the corporation realizing a positive net
income, a proportional amount may be disbursed to its shareholders as
dividend payments. The acquisition of funds by a bank is predicated on the
inclusion of savings money and shareholder capital as integral components
of its funding structure. On the asset side, a financial institution typically
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deploys the funds secured through various channels to make diverse invest-
ment decisions. Lending, as a primary investment and integral aspect of
essential banking operations, occupies a pivotal position in financial insti-
tutions. Financial institutions extend credit to borrowers, enabling them
to fund acquisitions of residential properties, vehicles, academic pursuits,
or leisurely expeditions. Alternative investment opportunities may include
the acquisition of diverse market securities, such as bonds or equities.

It is imperative to acknowledge that, investments of any nature inherently
carry a degree of risk. There is a possibility that obligors may potentially
default on their loans, leading to non-repayment of principal and interest.
Additionally, there exists a risk of market collapse, which may subsequently
result in a decrease in the valuation of securities. Due to the significant
impact that banks hold within an economic system, it is imperative that
they are safeguarded against the array of risks to which they are vulnerable.
The mitigation of bank insolvency or failure, is imperative and necessitates
addressing the potential hazards associated with bank’s asset-side pursuits
through proportional liabilities, thereby protecting depositors. The indi-
viduals in question ought to be assured of receiving their savings funds
on demand at any given time. Therefore, it is imperative for a financial
institution to possess a su�cient amount of shareholder capital to act as a
safeguard against potential financial setbacks. Indeed, an amplification of
analysis would entail the incorporation of retained earnings and reserves,
thereby considering equity or capital as a superior metric. To clarify, a
financial institution that holds a robust level of capital possesses an ade-
quate quantity of equity in order to safeguard itself from a diverse range
of hazards. Therefore, it is imperative that a positive correlation exists
between risk and equity within the context of financial matters.

Typically, the quantification of this relationship occurs in a two-step process.
Initially, the quantification of risk present on the asset side is accomplished
through a numerical representation denoting a designated level of risk. The
numerical value is subsequently inserted into an equation that accurately
computes the corresponding equity and, therefore, the necessary capital.
There exist two divergent perspectives regarding the determination of the
risk metric and the corresponding mathematical expression to be employed.
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The initial perspective pertains to a regulatory approach, which involves
the establishment of regulations such as Basel I, II, and III to accurately
delimit the manner in which risk number calculations ought to be con-
ducted and the formula that must be employed. Regulatory capital refers to
the aggregate amount of capital that a financial institution must maintain
in accordance with stipulated regulations. In the absence of regulatory
frameworks, banks would remain aware of the essentiality of equity capital
as a safeguard mechanism. In this particular instance, the pertinent parties
would employ proprietary risk modeling techniques to ascertain a quanti-
tative risk metric and rely upon their individualized calculation protocols
to derive the bu↵er capital. The aforementioned phenomenon defines the
notion of economic capital, which refers to the quantum of capital that a
financial institution possesses, ascertained through its internal modeling
approach and protocol. The present capital denotes the quantifiable sum
of capital possessed by a bank, which comprises both the economic capital
and the regulatory capital, with the former being comparatively greater.
As an illustrative instance, the Bank of America disclosed a proportion of
overall capital to risk-weighted assets employing advanced methodologies,
amounting to 13.2% at the conclusion of 2015, alongside the present regu-
latory minimum capital of 8%, with the latter figure anticipated to rise as
the Basel III framework attains complete implementation. Consequently,
the existing value of the capital bu↵er presently stands at 5.2%.

Furthermore, it is noteworthy that diverse forms of capital exist, which
are di↵erentiated based on their ability to absorb losses. Tier 1 capital
typically comprises the combination of common stock, preferred stock,
and retained earnings. Tier 2 capital is deemed to possess a moderately
inferior quality as it comprises of subordinated loans, revaluation reserves,
undisclosed reserves, and general provisions. The Basel II Capital Accord in-
corporated Tier 3 capital into its regulatory framework, which encompasses
short-term subordinated debt.

2.5.1 Basel I

In 1988, the initial accord unveiled was the Basel I Capital Accord, which
aimed to establish minimal regulatory capital prerequisites to guarantee
that banks have the capacity to always reimburse depositors funds. The
primary emphasis of the Basel I Accord, was centered on credit risk, and
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it introduced the novel concept of the Capital or Cooke ratio. This ratio
is a measure of the available bu↵er capital in relation to the risk-weighted
assets. The minimum threshold for said ratio has been established at 8%,
signifying that the magnitude of the capital reserves must exceed 8% of the
total risk-weighted assets. Altering the capital requirement by a marginal
percentage poses arduous di�culties for prominent banking entities and
entails a prolonged period of time. The capital may comprise of both Tier 1
and Tier 2 capital, as per the relevant regulatory guidelines.

Concerning credit risk, the Basel I Capital Accord introduced predeter-
mined risk weights that are contingent upon the exposure class. In terms of
cash exposures, a risk weight of 0% was applied, while a risk weight of 50%
was employed for mortgage-based exposures, and a risk weight of 100%
was utilized for alternative commercial exposures.

While the Basel I Accord marked a considerable stride towards enhanc-
ing risk management, it encountered a number of significant limitations.
Initially, it must be noted that the debtor’s solvency was inadequately con-
sidered, as the risk weights relied solely on the exposure class, without
taking into consideration the obligor or product characteristics. Moreover,
insu�cient acknowledgment was rendered towards the contribution of
collateral guarantees in mitigating credit risk. The aforementioned situ-
ation presented an array of possibilities for regulatory arbitrage whereby
entities could employ strategic exploitation of regulatory loopholes for the
purpose of limiting their required capital. Therefore, the analysis solely
encompassed the evaluation of credit risk, while disregarding operational
and market risk factors.

2.5.2 Basel II

In response to the limitations of the Basel I Capital Accord, the Basel II
Capital Accord was implemented. The structure of this framework is com-
prised of three central components, namely, Pillar 1 which pertains to the
basic capital requirement, Pillar 2 that concerns the supervisory review
procedure, and Pillar 3 that pertains to market discipline and transparency
in disclosures.

Within the framework of Pillar 1, three distinct categories of risk are encom-
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passed. Particularly, credit risk is an inherent risk faced by lenders when
extending loans or credit facilities to borrowers or obligors, where there
exists a probability that the obligor may not be able to fulfill their repay-
ment obligations in accordance with the agreed terms and conditions. The
concept of operational risk refers to the risk associated with the prospect
of experiencing either direct or indirect losses that may arise from insu�-
cient or malfunctioning internal mechanisms, workforce, and technologies,
or even from extraneous contingencies. Well-known paradigmatic situa-
tions include instances of deceit, impairment to tangible resources, and
malfunctions within systems. The market risk is referred as the potential
exposure to unfavorable fluctuations in the market that may a↵ect a finan-
cial institution’s market position in terms of cash or derivative products.
Commonly cited examples include the inherent risks associated with equity,
currency, commodity, and interest rate fluctuations. The Basel II Capital
Accord encompasses three methods for credit risk modeling, namely the
standard approach, the foundation internal ratings based approach, and
the advanced internal ratings based approach.

The assessment and examination of all quantitative models constructed
under Pillar 1 is mandated to be performed by supervisory authorities and
this topic is deliberated within the framework of the second pillar. The
proposed activities for implementation entail the incorporation of robust
procedures aimed at appraising risks, including the internal capital ade-
quacy assessment process (ICAAP), and regulatory oversight. In due course,
upon the sanctioning of all quantitative risk models, market disclosure of
the same stands permissible. The subject matter in question falls under
the purview of Pillar 3. The bank shall periodically reveal its risk profile,
encompassing both qualitative and quantitative information about its risk
management processes and strategies to the financial market. The aim
of this communication is to convey pertinent information to potential in-
vestors and furnish them with cogent reasons to believe that the banking
institution in question has implemented a robust and sustainable risk man-
agement plan. Consequently, it is anticipated that such proficiency will lead
to a positive rating, thereby facilitating the attainment of funds at more
advantageous rates.
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2.5.3 Basel III

The introduction of the Basel III Capital Accord was a direct consequence
of the Global Financial Crisis (GFC). The present initiative endeavors to
augment the foundational principles laid down in the Basel II Accord by
reinforcing worldwide standards of capital. A crucial aspect deserving of
particular consideration is a heightened emphasis on tangible equity capital,
as it possesses the most substantial capacity for absorbing losses. The imple-
mentation of this measure results in a decreased dependence on proprietary
models generated by the bank itself and evaluations procured from external
rating agencies. Furthermore, this approach emphasizes stress testing to a
greater extent than others.

The Basel III Accord incorporates a liquidity coverage and net stable fund-
ing ratio as measures to fulfill liquidity prerequisites. Its framework, was
first introduced on January 1st, 2013, taken its final form on January 2019.
In contrast to Basel II guidelines, Basel III Accord exhibits minimal influ-
ence on the credit risk models and introduces supplementary capital bu↵ers.

As per the Basel II Capital Accord, the Tier 1 Capital Ratio was deter-
mined to be 4% of the Risk-Weighted Assets (RWA). The percentage rate was
raised to 6% in adherence to the updated regulatory framework of Basel
III. The Tier 1 capital ratio, a commonly used measure of bank solvency, is
comprised of common equity, namely common stock and retained earnings,
and excludes preferred stock. In the Basel II regulatory framework, the
aforementioned ratio was 2% of the risk-weighted assets. However, in Basel
III, this ratio has been elevated to 4.5% of risk-weighted assets. A novel
capital conservation bu↵er has been implemented, which mandates the
allocation of 2.5% of the risk-weighted assets to be secured by common
equity. Furthermore, an augmenting countercyclical capital bu↵er has been
introduced, which spans over a continuum of 0% to 2.5% of the assets
weighed by risk.

In conclusion, the assessment of credit risk can be modeled in accor-
dance with the Capital Accords established by Basel II and III. This can be
achieved through the implementation of three distinct approaches, namely
the standardized approach, the foundation internal ratings based approach,
and the advanced internal ratings based approach. The aforesaid strategies
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exhibit variation with regard to their refinement and degree of adaptability
in connection with the utilization of risk numbers that have been estimated
internally.

2.6 Credit Scoring
Credit scoring is a set of decision models and underlying techniques that
help lenders provide credit to consumers. These techniques determine who
gets credit, how much credit needs to be taken, and operational strategies
that improve borrower profitability relative to lenders.

Credit scoring techniques evaluate the risk of lending to specific consumers.
Furthermore, credit scoring is occasionally used as a measure for consumer’s
creditworthiness. Creditworthiness is not a physical characteristic like
height, weight, or money. It is a lender’s appraisal of a borrower that reflects
both parties conditions as well as the lender’s projection of possible future
economic scenarios. As a result, some lenders will consider an individual
to be creditworthy while others will not. One of the longer-term risks of
credit scoring is that this will no longer be the case, and there will be those
who can receive credit from all lenders and those who cannot. Since it is
somewhat o↵ensive to label someone as ”untrustworthy” it is preferable for
the lender to convey the truth, that is financing to this consumer constitutes
a risk that the lender is unwilling to incur.

Thus, lenders have to make two kinds of decisions. First, whether to extend
credit to new applicants and second, how to treat existing applicants, in-
cluding whether to increase credit limits. Techniques that support the first
type of decision are called credit scoring, while techniques that support the
second type, are called behavioral scoring.

Regardless of the technique used, the key point in both cases is that a
very large sample of previous customers is available with application de-
tails and resulting credit histories. All techniques use samples to identify
the association between consumer characteristics and the ”good” or ”bad”
of the broader story.

Numerous techniques result in the construction of a scorecard, wherein the
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attributes are assigned respective scores, and the cumulative summation of
these scores serves as an indicator of the extent to which the risk associated
with a consumer’s likelihood to default on payments may be deemed unac-
ceptable. Furthermore, alternative methods exist which do not entail the
utilization of scorecards. These methods serve to ascertain the probability
that a given consumer displays positive characteristics, thereby permitting
a determination as to whether accepting the account is a advisable course
of action. Despite the absence of a scorecard, these methodologies are com-
monly referred to as credit and behavioral scoring approaches.

Apart from the utilization of scoring in credit applications, it has been
applied in various other contexts throughout the past decade. Conspic-
uously, it is demonstrating great e�cacy in directing clientele through
means such as direct mailing and various other marketing approaches.
The emergence of data warehousing has enabled numerous organizations,
particularly those within the financial and retail industries, to acquire the
necessary data to facilitate the utilization of scoring techniques.

Various approaches may be utilized to accomplish the desired outcome.
These methodologies or methods may be referred to as techniques, and are
often informed by research and experimentation to determine their e�cacy.
Implementation of such techniques typically involves employing a system-
atic and structured approach, with careful consideration given to factors
such as feasibility, applicability, and potential unforeseen consequences.
The use of techniques is a fundamental aspect of many academic disciplines,
including the sciences, engineering, and social sciences. Likewise, data min-
ing, a highly publicized advancement in the realm of information systems,
has demonstrated remarkable e�cacy in the domain of response classi-
fication. Essentially, the act of scoring is being applied within a distinct
contextual framework.

But how did the concept of credit scoring come about?

From the dawn of human communication, it is evident that the exchange of
borrowing and repayment practices ensued. The earliest documented exam-
ple of credit originates from the civilization of ancient Babylon. During the
era of the Greek and Roman empires, significant progress was made in the
development of banking and credit institutions. However, it is plausible to
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assert that the promotion of a credit card that o↵ers XVIII.IX% APR may
have been encountered with di�culties. Subsequent to the turn of the first
millennium, commonly referred to as the ”Dark Ages” in European history,
scant progression in matters pertaining to credit was observed. However,
with the advent of the Crusades in the 13th century, the emergence of pawn
shops transpired. At the outset, these were philanthropic organizations that
imposed no interest; however, merchants expeditiously perceived the poten-
tial of such establishments, thereby ushering the emergence of commercial
pawn shops that levied interest by the year 1350.

This can be observed in various regions across Europe. Pawn shops, which
provide loans on a wide range of items placed as collateral, and are symbol-
ized by the three-ball sign, are still prevalent in various European and South
American nations. Throughout the Middle Ages, a longstanding discourse
concerning the ethical implications of levying interest on loans persisted,
an issue that persists in contemporary Islamic nations.

The European debate yielded a verdict which declared that lenders were
within their rights to impose minor fees as interest payments, a convention
that was deemed legitimate. Conversely, collections of exorbitant charges
were labeled as practices of usury, which were deemed unacceptable within
the sphere of financial and economic transactions. During this era, monar-
chs and influential leaders were compelled to engage in borrowing in order
to facilitate the financing of their military campaigns and other expendi-
tures. The act of lending at this particular level was associated more with
the realm of politics rather than business, and the potential negative ram-
ifications resulting from substandard lending practices could prove to be
substantial for those in impoverished circumstances.

During the 19th century, the emergence of the middle classes prompted
the establishment of various private financial institutions that showed will-
ingness to extend bank overdrafts for the purpose of financing commercial
ventures and daily expenditures. Nonetheless, the inception of consumer
credit was limited to a nominal segment of the populace.

During the latter half of the 20th century, there has been a substantial
surge in consumer lending. The sector of consumer credit has experienced
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a remarkable escalation in growth, surpassing that of numerous other busi-
ness sectors. The emergence of credit cards during the 60s serves as a
conspicuous indication of the expansion of financial systems, and currently,
it is arduous to operate within societal norms without one. In numerous
instances, procurement transactions primarily require the utilization of a
credit card, particularly in scenarios such as online or telephonic purchases.
It is crucial to note that the utilization of credit cards constitutes a relatively
insignificant proportion of consumer credit, amounting to less than 15%. A
significantly greater magnitude of debt is incurred through the acquisition
of personal loans, hire purchases, overdrafts, and especially mortgage loans.

Although the concept of credit has a legacy as far back as five millennia,
credit scoring only emerged quite recently, a mere half-century ago. The
employment of credit scoring is fundamentally a means of distinguishing
discrete clusters within a populace in circumstances where the defining
attributes of such clusters are not perceptible, but rather display a correla-
tion with related attributes. The initial method for addressing the challenge
of identifying clusters within a populace was initially proposed within
the field of statistics by Fisher in 1936 [44]. The researcher endeavored to
distinguish between two distinct cultivars of iris based on their physical
dimensions, as well as di↵erentiate between the provenances of skulls utiliz-
ing physical metrics. In 1941, Durand [40] made a pioneering observation
regarding the potential application of identical techniques for distinguish-
ing favorable and unfavorable loans. This study constituted a research
endeavor conducted under the auspices of the United States. The dataset
in question was sourced from the reputable National Bureau of Economic
Research and was deemed unsuitable for implementation in a predictive
capacity.

At the onset of World War II, financial institutions and mail-order en-
terprises encountered challenges in managing credit operations. Credit
analysts were being conscripted into military service, leading to a signifi-
cant dearth of individuals possessing such specialized knowledge and skills.
Thus, the corporations directed the analysts to document the heuristics
that guided their loan allocation decisions [66]. There existed a number of
scoring systems of a numerical nature that had been previously introduced,
alongside additional collections of prerequisites that required fulfillment.
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Subsequently, individuals lacking expertise in the field of credit assessment
applied these regulations to facilitate their credit decisions. Following
the interuption due to the war, quickly emerged an inclination among
some individuals to link credit decision automation with the classification
procedures being developed in statistics, recognizing the advantages of
employing statistically derived models in lending determinations [120].
During the early 50s, San Francisco witnessed the establishment of the
pioneering consultancy company by Bill Fair and Earl Isaac. The aforemen-
tioned consultancy primarily catered to clients hailing from the finance,
retail, and mail-order industries.

During the late 60s, the advent of credit cards prompted banks and other
credit card issuers to recognize the significance of credit scoring as a crucial
tool. Due to the significant volume of credit card applications received on a
daily basis, it was both practically and financially unfeasible to undertake a
manual lending decision process, thus necessitating the automation of said
process. The increase in computational capacity facilitated the achievement
of this objective.

These entities have discovered that credit scoring is a significantly more
e↵ective forecaster in comparison to all other judgement-based models,
resulting in a reduction of default rates by 50% or more. The work of Myers
and Forgy [90] provides an early account of this accomplishment, whilst the
research conducted by Churchill et al. further highlights this phenomenon.

During the 80s, credit scoring rose to prominence in the credit card industry,
prompting financial institutions to apply this methodology to additional
financial products, namely personal loans. Later, the utilization of scoring
models has extended to the realm of home loans and small business loans.
During the 90s, the expansion of direct marketing prompted the utilization
of scorecards as a means to enhance the e�cacy of advertising campaigns
by increasing the rate of response. In point of fact, scoring was employed in
the 50s as one of the earliest applications, whereby Sears implemented it as
a mechanism to make informed decisions on the recipients of its catalogues
[79]. Significant advancements in computer technology have facilitated
the exploration of alternative methods for constructing scorecards. During
the 80s, logistic regression and linear programming, which are presently
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considered to be foundational pillars of card building, were introduced. In
contemporary times, there has been a surge in experimentation with artifi-
cial intelligencemethodologies, such as expert systems and neural networks.

Currently, there is a shift in focus from the objective of reducing the like-
lihood of customer default on a specific product towards exploring ways
in which the organization can optimize its revenue generation from said
customer. Additionally, the initial concept of risk assessment regarding
loan default has been expanded to encompass the use of scorecards, which
facilitate the evaluation of an individual’s likelihood of responding to a
direct mailing promoting a new product, utilizing a particular product,
maintaining product usage beyond the introductory o↵er period, switching
to an alternative lender, handling debt in the event of delinquency, and the
potential for fraudulent activity in connection with a loan application.

2.7 Aspects of Credit Scoring
The fundamental goals of credit scoring are practicality and experimen-
tation. The point of credit scoring and behavioral scoring is to anticipate
hazard, not to clarify it. Over the past five decades, considerable emphasis
has been placed on predicting the potential for a borrower to default on
their credit transactions. The credit scoring system maintains a high level
of quality due to its sound strategy and reliance on scientifically derived
information.

As a result, credit scoring systems are formulated based on the histori-
cal conduct of individuals with characteristics akin to those individuals
who will be subjected to such scoring systems. In order to obtain reliable
data on the subsequent performance history of customers, it is customary
to seek a sample of previous customers who recently applied for the prod-
uct. If it is not feasible to construct a system based on comprehensive data
due to the novelty of the product or limited customer usage, alternative
approaches may involve developing systems on smaller or similar product
samples. However, it should be noted that the predictive capability of such
systems will not be as e↵ective as those built on historical data from previ-
ous customers specific to that product.
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The pragmatic and empirical nature of credit scoring necessitates the inclu-
sion of all relevant factors pertaining to the customer or consumer and their
environment in order to improve predictive accuracy within the scoring
system. The variables employed, exhibit a discernible correlation with de-
fault risk. Several factors are used to assess consumer stability and financial
status. These include the duration of the consumer’s residence and employ-
ment, possession of current or checking accounts and credit cards, length
of time with their current bank, and the consumer’s available resources
such as residential status and employment, as well as the employment of
their spouse. Additionally, the number of children and dependents can also
provide insights into the consumer’s potential outgoings. However, it is not
obligatory to provide justification for any given variable. The application
of this technique is recommended if it contributes to enhancing predictive
capabilities.

Furthermore, more emphasis should be placed on the illegality of incorpo-
rating certain demographical attributes, such as race, religion, and gender,
into credit scoring mechanisms. Several studies [30] have demonstrated
that the inclusion of gender identification leads to a higher number of credit
allocations for women compared to present circumstances. The aforemen-
tioned phenomenon can be attributed to the fact that certain variables such
as low income and part-time employment, have been found to serve as pre-
dictors for favorable repayment patterns among the female demographic,
while yielding unfavorable outcomes within the broader population. The
utilization of gender has been deemed discriminatory against women by
legislators, thus rendering it impermissible.

Although not prohibited by law, certain characteristics are not employed in
determining default risk as they are considered culturally inappropriate.
The presence of a subpar health history or a significant number of driving
violations have been identified as potential indicators of higher default
risk. However, financial institutions refrain from utilizing this information
due to apprehension regarding societal critique. The act of verifying if a
consumer has secured insurance coverage for credit card debts in case of job
loss is employed by specific loan providers and has been observed to exhibit
a constructive correlation with the probability of default. The selection
of characteristics is a highly subjective matter. The early 80s witnessed a
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fervent discourse regarding the ethical implications surrounding credit scor-
ing. Specifically, proponents of this practice, such as Nevin and Churchill
[92] and Saunders [104], espoused their support for credit scoring’s use.
Conversely, Capon [28] was among those who criticized the underlying
philosophy and operationalization of credit scoring, arguing that it was
inferior to subjective judgmental systems that relied on the opinions of
credit analysts and underwriters.

Detractors of credit scoring questioned the underlying philosophy and
rigor of its methodology. The critique was leveled against the absence of any
elucidation regarding the relationships between the salient attributes identi-
fied by the study and the ensuing credit performance. It is noteworthy that
contemporary advancements in credit scoring, such as graphical modeling,
are endeavoring to simulate such interrelated sequences. The statistical
methodology’s soundness was subject to criticism due to the potential bias
in the sample utilized, as it failed to account for those who had been previ-
ously excluded. The adequacy of sample size and the issue of overriding
system decisions were both subject to scrutiny. Additional concerns that
were raised included the issue of collinearity amongst the variables, as well
as the introduction of discontinuities that comes with the use of course
classification on continuous variables. Eisenbeis [42] also acknowledged the
existence of these criticisms. The credit-scoring industry has extensively ac-
knowledged these criticisms and has either developed methods to mitigate
their shortcomings or incorporates them into its decision-making practices.

2.8 Credit Scoring in Real Life
Credit scoring provides mutual benefits to both lenders and customers.
From the standpoint of the financial institution, the utilization of credit
scores is a valuable tool for appraising prospective clientele and establish-
ing an appropriate credit cap. This practice enables financial institutions
to mitigate the likelihood of encountering credit risk. The application of
credit scoring represents a more expeditious means by which to evaluate
the reliability of prospective borrowers, when contrasted with conventional
practices that tend to involve protracted procedures. From a client’s per-
spective, the continuous enhancement of credit score and expansion of
credit limit can be achieved. Credit scoring has the potential to mitigate
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unjustifiable credit risk to both the creditor and debtor.

One of the primary benefits of credit scoring is the expeditious evalua-
tion of each individual client. Moreover, the utilization of an automated
system results in substantial cost savings for the lenders. The process of
applying for credit can be simplified for customers by providing solely
the information that is utilized in the scoring system. Moreover, this prac-
tice enables lenders to uniformly apply the same set of criteria for credit
assessment to all potential borrowers, without any consideration of their de-
mographic or social characteristics such as gender, race, or other pertinent
factors. Hence, this procedure exhibits greater objectivity towards clientele
while precluding the manifestation of discriminatory practices.

2.9 Types of Credit Scoring
A plethora of credit score models are presently utilized, and each possesses
distinct attributes:

• The FICO score, developed by the Fair Isaac Corporation, is presently
regarded as the preeminent credit scoring model in circulation. The
score employs a scale ranging from 300 to 850 points. Although, the
companies that disseminate credit scores to their clients are Experian,
TransUnion, and Equifax, the direct provision of FICO scores to clients
is unavailable. The credit agencies are responsible for maintaining the
credit history and files of their clients. The determination of credit
score is contingent upon the data existing in the customer’s account at
the specific moment of evaluation.

• The PLUS Score is a credit scoring model, created by Experian, that
aims to enhance a layperson’s comprehension of their creditworthi-
ness. Ranging from 330 to 830, this system provides customers with
scores reflecting how creditors appraise their ability to pay debts. In-
creased scores are indicative of an augmented probability of customers
repaying their debts, thereby being perceived by lenders as possessing
diminished credit risk. Over the course of time, there is a likelihood
that alterations may occur to the client’s details. Moreover, their credit
score may exhibit variability over time.
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• The Vantage Score, a new credit scoring model developed jointly by
Experian, TransUnion, and Equifax, serves to promote uniformity and
precision in credit scoring methodologies. The aforementioned score
o↵ers to lenders a comparable evaluation of risk across the three major
credit reporting agencies. The Vantage scoring system encompasses a
spectrum of values ranging from 501 to 990.

To summarize, irrespective of the scoring systems adopted by financial insti-
tutions, maintaining a favorable credit score is advantageous for individuals
since, a higher score facilitates approval for lower interest rates on lending
products.

2.10 Credit Scoring Applications
The utilization of credit scoring methodologies and techniques in providing
financial services and assessing creditworthiness of individuals and busi-
nesses can be referred to as credit scoring applications.

The concept of credit scoring, along with complementary concepts of be-
havioural and profit scoring, has gained significant attention from scholars
and practitioners in the fields of finance and risk management. The uti-
lization of credit scoring techniques has become increasingly popular in
the assessment of borrower creditworthiness and in the development of
predictive models for credit risk management. Alongside credit scoring,
behavioural and profit scoring techniques have also emerged as valuable
tools for analyzing and predicting consumer behavior and profitability.
Specifically, the key principles behind credit scoring and its related scoring
methodologies are discussed with a focus on the use of statistical models
and data analysis techniques. Additionally, the potential applications and
limitations of these scoring techniques are explored, and suggestions for
future research in this field are provided. The works of Fritz and Hosemann
[49], Sarlija et al. [103], and Banasik and Crook [19] pertain to relatively
contemporary subjects, when juxtaposed against established business con-
structs such as credit. Notwithstanding, the utilization of credit scoring has
been extensively employed across various domains, encompassing a juxta-
position of diverse statistical methodologies implemented for predictive
and classificatory objectives. The categorization of various applications is
evidenced in scholarly literature. Altman et al. [7], and Landajo et al. [71]
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contend that applications can be categorized into accounting and finance.
The work of Kumar et al. [69], and Chiang et al. [33], identify marketing as
another classification. Smith and Mason [106] and Dvir et al. [41] contend
that applications can be classified into engineering and manufacturing.
Furthermore, Warner and Misra [118] and Behrman et al. [20] classify some
applications under health and medicine. Finally, Hardgrave et al. [57] and
Nikolopoulos et al. [93] identify general applications.

Undoubtedly, in the realm of accounting and finance, the utilization of
credit scoring applications has been employed for a variety of aims, most
notably in light of the accelerated expansion experienced by this domain.
Over the past few decades, there has been a sharp increase in the number of
applications of predictive modeling, encompassing several domains includ-
ing: bankruptcy prediction [117], bankruptcy classification ([88] and [76]),
scoring applications [36], as well as classification problems ([94], [114] and
[22]). Other applications have also emerged, such as financial distress [62],
financial decisions, and financial returns ([121] and [124]).

Nevertheless, banking institutions have exhibited significant growth in
the utilization of credit scoring applications over the past several decades
([56] and [19]). This proliferation can be attributed to the surge in credit ap-
plications for several banking products, which has facilitated the emergence
of a plethora of novel product channels that these banks can capitalize
on. Various banking applications have been developed, of which consumer
loans are deemed to be crucial and widely used ([95], [83] and [73]). Credit-
card-scoring applications, which were implemented early on in the banking
sector, are also noteworthy ([53] and [72]). Additionally, small businesses
have emerged as an important factor in the banking industry ([110] and
[116]). Mortgages are another variety of banking products that have gained
significant popularity amongst lenders recently [107].

3 Statistical Techniques for Credit Scoring

3.1 Data Mining in Credit Scoring
Upon examination of the primary methodologies utilized in the field of data
mining, it is evident that their e�cacy in credit scoring applications serves
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as no surprise. Jost [67] recognized this observation in his scrutiny of data
mining. The fundamental techniques employed in the field of data min-
ing encompass data summary, variable reduction, observation clustering,
prediction and explanation. The conventional technique of data analysis
involves the utilization of standard descriptive statistics, namely frequency
analyses, measures of central tendency such as means, dispersal statistics
such as variances, and the creation of cross-tabulations to facilitate a com-
prehensive compilation of data summation. Moreover, it can be helpful to
classify continuous variables by binning them into distinct categories. The
aforementioned approach of coarse classification has been demonstrated
to be highly beneficial in the realm of credit scoring. Identifying the most
crucial variables with the aim of diminishing the quantity of variables to
be taken into account is a common practice in numerous statistical appli-
cations. The techniques employed in credit scoring have exhibited e�cacy
in other fields of data-mining application as well. One of the data-mining
tools is the segmentation of customers into distinct groups based on their
purchasing behavior and preferences, which facilitates targeted market-
ing e↵orts and product o↵erings. Credit scoring is a process that entails
grouping consumers into distinct clusters based on their behavior, and then
developing discrete scorecards for every group.

According to Jost [67], explanation analysis represents a critical function of
data mining. However, Jost also argued that achieving satisfactory expla-
nations through this process is rare. Instead, the approach of data mining
employs the method of segmentation analysis for the purpose of identifying
the most probable segment that would manifest a certain kind of behavior.
The present context presents persistent philosophical challenges akin to
those expounded by Capon [28] concerning credit scoring, with the added
complexity of explicating the behavior of the aforementioned segment. The
intricacies of human behavior are multifaceted, posing a challenge to iden-
tifying clear causations. A more viable approach entails elucidating the
relationships between various customer segments and their corresponding
purchase and repayment patterns. It is advised to refrain from endeavoring
to establish a causal relationship between the aforementioned entities.

Data mining is characterized by its utilization of credit scoring techniques
and methodologies, which serve as its fundamental basis, albeit applied in
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a broader context. It is imperative for proponents and practitioners of the
data mining technique to examine the accomplishments and progressions
of credit scoring, as it serve as a valuable reference point to elude the draw-
backs and embrace the concepts that exhibit e↵ectiveness in similar areas
of application.

3.2 Statistical Techniques
A diverse array of statistical methodologies is employed in constructing
scoring models. The majority of statistical models, including some nonlin-
ear options, possess the capability to construct a proficient credit scoring
system for anticipatory purposes with regard to both its e�ciency and
e↵ectiveness. Various analytical methodologies, including the weight-of-
evidence approach, have been utilized in practical applications.

The techniques commonly utilized in constructing credit scoring models
by credit analysts, researchers, lenders, and computer software developers
and providers include mainly measure, regression analysis, discriminant
analysis, probit analysis, logistic regression, linear programming, Cox’s
proportional hazard model, support vector machines, decision trees, neural
networks, K-Nearest Neighbour (K-NN), genetic algorithms, and genetic
programming.

The contrast between advanced statistical methods and traditional statistical
methods though, is a common topic of discussion in scientific community.

Indeed, advanced statistical methodologies, including neural networks
and genetic programming, propose a distinct approach to traditional sta-
tistical methodologies, namely discriminant analysis, probit analysis and
logistic regression. The purpose of employing advanced methods, such
as neural networks, resides in their capacity to model intricate functions,
which diverges from classical linear techniques, like linear regression and
linear discriminant analysis. Probabilistic neural networks have been shown
to exhibit faster training times when presented with input cases compared
tomultilayer feed-forward neural networks, while also demonstrating equiv-
alent or superior classification accuracy.
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Although multilayer feed-forward nets have demonstrated exceptional clas-
sification abilities in previous studies [98], it is noteworthy that alternative
approaches have exhibited superior performance. On the contrary, a diverse
array of advanced algorithms have been developed for training neural net-
works, rendering them a compelling alternative to traditional methods.

Various methodologies have become accessible as corroborated by Mas-
ters [84] and Palisade Corporation [98]. In contemporary times, genetic
programming has emerged as one of the foremost e�cacious substitutes
for conventional methods within the respective domain. The utilization
of genetic programming enables the automatic determination of both the
adequate discriminant functions and the relevant features in a concurrent
manner. It has been suggested that while dissimilar neural networks may
solely be suited for extensive datasets, genetic programming may exhibit
favorable performance even when confronted with limited datasets [91]. It
is pertinent to engage in a discourse regarding the credit scoring modeling
approaches that have been previously alluded to.

3.2.1 Linear Regression

Linear regression techniques have become a crucial constituent of data
analysis endeavors that aim to explicate the interdependence between a
dependent variable and one or multiple independent variables. The formula
for simple linear regression can be expressed as:

Y = a+ bX + ",

where Y represents the response (dependent) variable, X is the predictor
(independent) variable, a represents the intercept (the value of Y when X =
0), b denotes the slope, and finally " is the regression error.

Linear regression has been employed in the context of credit scoring, given
that the two-class problem may be e↵ectively represented through the uti-
lization of a dummy variable. An alternative approach to handle situations
where customers make partial repayments of varying amounts would be to
employ a Poisson regression model. Consequently, the proportional repay-
ments possess the potential to be reformulated as Poisson counts. Credit
analysts have the capability to closely examine factors including customer’s
payment patterns, guarantees, and punctual default rates utilizing linear
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Figure 2: Simple Linear Regression

regression, to ultimately establish a score for each aforementioned factor.
This score is then side-by-side against the bank’s designated cut-o↵ score as
a means of comparison. If a prospective customer attains a score surpassing
the bank’s creditworthiness assessment criterion, credit shall be extended
to the individual.

In 1970, Orgler [95] conducted an analysis in which regression techniques
were employed to examine commercial loans. The outcome of this analysis
was restricted to the assessment of extant loans, making it a viable tool for
the scrutiny and review of loans. Subsequently, Orgler [95] employed a
regression methodology to assess consumer loans that remained unpaid.
The researcher arrived at a conclusion suggesting that undisclosed informa-
tion possessed more significant prognostic potential than the information
already mentioned in the initial application, while evaluating the potential
for future loan quality. The application of regression analysis has been
expanded in various fields and several scholars ([58], [55] and [113]) have
conducted research in this area.
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3.2.2 Binary Logistic Regression

Binary logistic regression, stands as a commonly employed statistical
method within the discipline. One distinct characteristic that sets a logistic
regression model apart from a linear regression model, is that the dependent
variable in logistic regression is characterized by dichotomous outcomes,
with only two possible values of ”0” or ”1”. The disparity between logistic
and linear regression is manifested in both the selection of a parametric
model and the underlying assumptions. Upon consideration of this distinc-
tion, the techniques utilized in a logistic regression analysis adhere to the
analogous fundamental principles as those employed in a linear regression
analysis [61].

The binary logistic regression model may be readily expanded to encompass
two or more independent variables. Undoubtedly, the degree of di�culty in
acquiring multiple observations at all levels of diverse variables increases
proportionally with the number of variables. Consequently, the majority
of logistic regression analyses featuring more than one independent vari-
able are executed utilizing the maximum likelihood approach [48]. From a
theoretical perspective, logistic regression would appear to be a more ap-
propriate statistical method in comparison to linear regression, specifically
in light of the two categorizations of credit as either ”good” or ”bad”, as
described by Hand and Henley [55]. The application of logistic regression
in credit scoring has been widely adopted and extensively studied from
Lenard et al. [75]; Desai et al. [37]; Lee and Jung [74]; Baesens et al. [12];
Crook et al. [36].

Linear regression is able to investigate the probable relationship between
one (or more) independent variables X and a continuous dependent vari-
able Y. There are, however, several scenarios in which the e↵ect of one (or
more) independent variables on a discrete dependent variable needs to be
investigated. If the discrete dependent variable has two possible outcomes
(say, 1: ”success” and 0: ”failure”), binary logistic regression, which is one
of the most popular special cases of Generalized Linear Models, is the most
appropriate technique for studying the relationship between the indepen-
dent(s) and the dependent variable. Some common examples of bivariate
outcomes include: ethnicity (”Greek” or ”Not Greek”), gender (”Male” or
”Female”), loan request (”Accepted” or ”Not Accepted”), and so on.
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Let us, consider Bernoulli random variable Y so that:

Y = I(Y )”success” =
8><>:
1, ”success”
0, ”f ailure”

,

with

E(Y ) = p, V ar(Y ) = p(1� p), p ✏ (0,1),

where p is the probability of success.

Furthermore, consider the multiple linear model with:

E(y
e
) = pi = X

0
i
�

e
= �0 +

p�1X

i=1

�iXi. (1)

The relationship implied in the two hands of equation (1), raises a critical
issue. In particular, the right hand ranges in R, whereas the left hand, as a
probability, ranges in (0,1). In order to have the two hands share the same
range, a ”cunning” solution must be enlisted. First, an analogous for the
probability of success p has to be created. Let us divide the probability of
success p by the probability of failure q. The outcome:

p

q
=

p

1� p ,

is called odds and is similar to the concept of p. The main di↵erence of odds
is that it ranges in (0,+1).

The first step to correct the problem of di↵erent ranges is achieved, and
hence:

pi

1� pi
= X

0
i
�

e
. (2)

The final step is to bring the range of the left handside from (0,+1) to R.
This can be achieved by using the logarithm as follows:

log
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= g(µi).
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The quantity:

log

 
pi

1� pi

!
,

is called the logit - transformation and constitutes the link function of the
mean p with the independent variables of the model.

To determine the probability of success, all you need to do is solve for
pi :

E(y
e
) = pi =

exp(X 0
i
�

e
)

1 + exp(X 0
i
�

e
)
.

The model parameters will be estimated using the maximum likelihood
method. After the identification of the estimators �̂

e
of �

e
, they should be

interpreted with caution since the latter di↵ers from the typical linear
regression model.

• �̂0: represents the likelihood of ”success” occurring when all indepen-
dent variables are equal to 0.

• �̂i , i = 1, ...,p � 1: The independent variables Xi can be numerical or
categorical. Depending on their type, but also on the sign of the
coe�cient �̂i , the corresponding interpretation is also given.

3.2.3 Linear vs Logistic Regression

In data science, linear and logistic regression are two of the most widely
used models, and open-source programs like Python and R make the fit of
such models rather cheap and simple.

Linear regression models are commonly employed in analyzing the re-
lationship between a continuous dependent variable and one or more inde-
pendent variables. This statistical approach aims to ascertain the connection
between these variables. Simple linear regression is characterized by the
presence of one or two independent variables alongside one dependent
variable. Conversely, multiple linear regression arises from the inclusion
of additional independent variables in the analysis. The objective of each
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Figure 3: Linear vs Logistic Regression

sort of linear regression is to determine the optimal line of best fit (Figure 3,
left image) for a given dataset, typically achieved by employing the least
squares methodology.

Logistic regression, similar to linear regression, is utilized to evaluate the
relationship between a dependent variable and one or more independent
factors; however, it provides predictions for a categorical variable instead of
a continuous one. Binary categorical variables, such as ”True or False,” ”Yes
or No,” and ”1 or 0,” exemplify distinct cases within a categorical variable
framework. The logit function transforms the sigmoidal curve into a linear
form (Figure 3, right image). This contrast with linear regression, which
yields a probability-based outcome.

Regression analysis utilizes both models to make predictions about fu-
ture events; however, linear regression is commonly preferred due to its
comparatively simpler comprehensibility. Linear regression does not re-
quire a sample size as big as that needed for logistic regression in order to
accurately capture the values across all response categories. The statistical
power of the model may be insu�cient to e↵ectively ascertain a significant
e↵ect unless a larger, more representative sample size is utilized.

3.2.4 Discriminant Analysis

The method of Discriminant analysis, a straightforward parametric statis-
tical technique, has been designed to di↵erentiate and distinguish between
two distinct groups. The discriminant approach has garnered significant
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consensus among researchers as a widely established method for the classi-
fication of customers into either good or bad credit categories. This method-
ology has been extensively employed in diverse domains of credit scoring
applications. In the realm of statistical analysis, a credit scoring model
applying a discriminant approach serves as a fundamental method for seg-
regating group variables into two or more distinct categories.

Figure 4: Discriminant analysis

Fisher [44] initially introduced discriminant analysis as a technique to
facilitate discrimination and classification in academic research. Durand
[40] conducted an early application of multiple discriminant analysis to
credit scoring by examining car loan applications. An established tech-
nique frequently employed for corporate bankruptcy prediction involves
the approach established by Altman [6], who conceived the initial empirical
scoring model grounded upon a quintet of financial ratios extracted from
eight distinct variables obtained from the financial statements of corpora-
tions. Moreover, he computed a Z-score which represents a weighted sum of
the financial ratios using a linear combination methodology. Discriminant
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analysis has been deemed a legitimate technique utilized in the develop-
ment of credit scoring models, as evidenced by studies conducted by Desai
et al. [37] and Hand and Henley [55].

Nevertheless, a number of scholars have articulated objections against
the utilization of discriminant analysis in the domain of credit assessment.
Eisenbeis [42] identified several statistical challenges involved in the utiliza-
tion of discriminant analysis, drawing upon his prior research conducted
in 1977. Discriminant analysis requires careful consideration of a range of
issues that may compromise its accuracy and reliability. These issues in-
clude the utilization of inappropriate linear functions rather than quadratic
functions, inaccurate definition of groups, unsuitable prior probabilities,
inadequate prediction of classification errors, among other potential prob-
lems. It is essential to address these issues to ensure the optimal accuracy
and e�cacy of the discriminant analysis methodology. Despite the afore-
mentioned challenges, it is noteworthy that discriminant analysis remains
ubiquitous in the realm of credit scoring, as indicated in prior research [53]

3.2.5 Probit Analysis

Probit analysis is a conventional statistical method that has been exten-
sively employed in credit scoring applications over an extended period.
Grablowsky and Talley [52] posited that the approach of probit analysis
was initially utilized by Finney [43] in toxicology studies to examine the
correlation between the level of poison administered and the probability
of insect elimination. During the early 30s, a novel term known as ”pro-
bit” was coined, signifying probability unit. This terminology has been
recorded by scholars such as Pindyck and Rubinfeld [100]. The Probit anal-
ysis methodology aims to determine the coe�cients values that correspond
to the probability of a dichotomous coe�cient attaining a unit value. In
the context of statistical analysis, the probit model involves converting a
linear combination of independent variables to a cumulative probability
value utilizing the normal distribution.

According to Grablowsky and Talley [52], the probit analysis assumes nor-
mal distributions of the ”threshold values”, while the discriminant analysis
assumes multivariate normal distributions as well as equal variances. In
addition, the likelihood ratio test can be utilized to test the significance
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of the estimates of coe�cients under a probit function on an individual
basis because of their ”uniqueness” factor. However, the situation di↵ers
when considering discriminant coe�cients, as they are unable to undergo
individual testing. This is in contrast to the possibilities presented by regres-
sion models, where both linear and logistic regression, as well as Poisson
regression, permit such testing. It is worth noting that the probit function
also allows for individual testing of coe�cients, though this approach is
considerably more complex than that employed by the aforementioned
regression models. Multicollinearity has been identified as a factor that
could result in erroneous coe�cients signs in probit analysis. However, it
has been observed that the probability values derived from the likelihood
ratio tests remain una↵ected. Finally, this issue is not deemed problematic
in the context of discriminant analysis.

To sum up, probit analysis is an advanced type of regression analysis that
is specifically utilized for the examination of binomial response variables.
This type of variables only presents two possible responses, namely positive
or negative outcomes. The aforementioned procedure facilitates the trans-
formation of a response curve into a linear format, allowing for subsequent
analysis via either least squares or maximum likelihood regression methods.
Each detection probability (Di) is computationally derived as follows:

Di =
npos

nneg

,

where npos represents the count of replicates that are recorded as positive,
while nneg denotes the count of replicates that are recorded as negative.
The current model is represented by an S-shaped or sigmoid curve, which
correlates with the cumulative probability of a normal distribution. The
plot illustrates the probability or hit rate against a standardized normal
deviate, SD, is demonstrated in the graphical representation depicted in
Figure 5.

3.2.6 Weight-of-Evidence Measure

The weight-of-evidence measure is a technique that utilized in credit scor-
ing applications. Several studies have examined the e�cacy of the weight-
of-evidence measure in the respective field. However, the outcomes were
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Figure 5: Probit Model

found to be similar to those obtained from other analytical techniques, as
demonstrated in the works of Bailey [15], Banasik et al. [16], and Abdou
[1]. The e�cacy of applying probit analysis in statistical scoring has been
subject to scrutiny in recent research. Indeed, prior studies conducted by
Guillen and Artis [54], Greene [53], Banasik et al. [16], and Abdou [1] have
investigated and compared the performance of probit analysis with other
scoring models. The classification results obtained from probit analysis
were found to be in close proximity to those of other techniques, as observed
in Greene’s [53] study. In contrast, probit analysis demonstrated superior
predictive accuracy compared to techniques such as discriminant analysis,
linear regression, and the Poisson model, as evidenced in Guillen and Ar-
tis’s [54] research. Moreover, probit analysis has emerged as a proficient
substitute for logistic regression.

The general mathematical expression of weight of evidence (WOE) is as
follows:

WOE = log

 
%of non� events

%of events

!
.
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Especially, in the case of credit scoring, the quantification of the predictive
e�cacy of an independent variable in relation to the dependent variable is
established through the weight of evidence. As it originates from the realm
of credit scoring, it is commonly characterized as a metric for discerning
the distinction between desirable and undesirable patrons. The term ”Bad
customers” concerns those customers who have failed to meet the repay-
ment obligations in the context of a loan agreement, while the term ”Good
Customers” refers to those customers who have successfully fulfilled their
financial obligations by repaying the loan. It is represented as:

WOE = log

 
Distributionof Goods

Distributionof Bads

!
,

where:

• Distribution of Goods = % of Good Customers in a particular group,

• Distribution of Bads = % of Bad Customers in a particular group.

Consequently, a Positive WOE would imply that the Distribution of Goods
is greater than Distribution of Bads and a Negative WOE would imply the
exact opposite.

3.2.7 Decision Trees and Random Forest

Decision trees represent a widely utilized classification mechanism in the
creation of credit scoring models, commonly referred to as recursive parti-
tioning or classification and regression trees [55]. Breiman et al. [26] were
among the pioneers who utilized a CART model, likely marking one of its
earliest applications. Then, Rosenberg and Gleit [102] asserted that the ini-
tial decision tree-based model was instigated by Rai↵a and Schlaifer [101]
at the Harvard Business School. In addition, it was posited that a credit
scoring model derived from decision trees was later developed by David
Sparks in 1972 [109] at the University of Richmond. This nonparametric
approach is known as a classification tree and serves to analyze categorical
or dependent variables in accordance with continuous explanatory variables
[9]. A classification tree is constructed through a dichotomous branching
process that involves dividing data at each node according to a function
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that is determined by a singular input. The system evaluates all potential
partitions to determine the optimal option, and the advantageous sub-tree
is chosen on the basis of its comprehensive rate of error or minimal expenses
incurred due to misidentification, as noted by Zekic-Susac et al. [125]. Also,
Baesens et al. [11] elucidated further utilization of decision trees in the
domain of credit scoring. Furthermore, Paleologo et al. [97] was conducted
an analysis on credit requests submitted by corporate clients. This study
sought to address the challenge of unbalanced data sets, and as part of the
assessment, a subagging procedure was employed within a decision tree
paradigm that incorporates extreme values to account for missing data.

Particularly, the decision tree is a data structure that follows a hierarchical
approach and employs the divide-and-conquer technique. This nonparamet-
ric approach is proficient and applicable for classification and regression
tasks. In modeling scenarios where the focus variable involves a categorical
classification outcome, the decision tree algorithm utilized is commonly re-
ferred to as the classification tree. When making predictions for a particular
instance, we usually employ a methodology whereby we allocate an obser-
vation within a designated area to the class that appears most frequently
among training observations in that same area. This approach involves rely-
ing on the prevalence of classes in the training data to inform classification
decisions for new observations. The completion of the aforementioned task
may yield classification errors, specifically misclassification errors. The clas-
sification error rate is consequently calculated as the proportion of training
observations within said region that are not attributable to the prevailing
class. The quantification of misclassifications may be achieved through the
application of the node impurity measure, denoted as Qm(T). This measure
serves to evaluate the degree of homogeneity within the node’s individual
classes and is a quantitative indicator of the quality of a split. A split is
considered to be pure when all branches resulting from the split exhibit
homogeneity with respect to the classification of instances, whereby each
instance selecting a specific branch of the split belongs to the same class.
As a conclusion, decision trees have the capability to perform classification
and regression operations. The title inherently indicates that a flowchart
with a tree-like structure is employed to depict the prognostications ensuing
from a concatenation of attribute-based divisions. The process commences
with a fundamental node and culminates with a resolution rendered by
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Figure 6: An example of a Decision Tree

terminal leaves.

Similar to decision trees, random forests represents a significant alteration
of bagging (bootstrap aggregating) by constructing a diverse assortment of
uncorrelated trees, which are subsequently combined via averaging. They
provide a more streamlined and manageable training and tuning process.
As a result, the implementation of random forests has led to notable out-
comes in the field.
In the construction of a random forest, an ensemble of decision trees is
generated through the creation of multiple decision trees on bootstrapped
training data samples. Bootstrapping is an iterative resampling method
which involves random sampling with replacement. For example, when
evaluating potential splits in a tree structure, a sample of m predictors
is randomly selected from the larger set of p predictors to serve as split
candidates. Stated di↵erently, the algorithm is precluded from taking into
account all predictors, thereby precluding even a significant proportion of
them during splitting. In the process of creating decision trees, a novel sub-
set of individual predictors is regularly extracted at every split. The number
of predictors within this set is often in the vicinity of the square root of the
total number of available predictors, denoted by m ⇡ pp. The foregoing
measure is instituted in order to preclude the division of numerous trees,
particularly those commencing at the most robust predictor, resulting in
trees that are correlated. In order to achieve a reduction in variance through
bagging, it is imperative for random forests to exclusively take into account
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Figure 7: An example of a Random Forest

a subset of predictors.

3.2.8 k-Nearest-Neighbor

The k-Nearest-Neighbor (kNN)method represents a prevalent non-parametric
technique utilized in resolving the classification problem. This approach
was originally postulated by Fix and Hodges back in 1952 [45]. The applica-
tion of the aforementioned concept was initially introduced in the context
of credit scoring by Chatterjee and Barcun [31], and subsequently employed
by Henley and Hand [59]. The approach of nearest neighbours involves the
selection of a metric on the application data space, which serves as a means
to quantify the distance or dissimilarity between two given applicants. Uti-
lizing a representative sample of previous applicants, a novel applicant is
subsequently categorized as either satisfactory or unsatisfactory depending
on the distribution of satisfactory and unsatisfactory individuals within the
k-nearest applicants from the representative sample. These nearest neigh-
bors serve as a point of reference for the evaluation of the new applicant.

The crucial variables under consideration in the present context encompass
the quantitative measure of d, the quantity of applicants k that comprise
the nearest neighbor pool, and the corresponding proportion of this group
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required for classification as a good candidate. If a significant proportion
of the applicant’s neighbors display negative or undesirable behavior, the
applicant may be categorized as belonging to the same group. The selection
of an appropriate value for k can be determined via the process of cross-
validation. Normalization of inputs is a crucial step when implementing
the kNN algorithm, as the items being analyzed may have been measured in
varying units. The set of k-nearest neighbors of x can be represented by Sx.

Figure 8: An example of the kNN algorithm

Mathematically, Sx is defined as Sx ✓D s.t. |Sx| = k and 8(x0, y0)✏D\Sx,

dist(x,x0) �max(x00 ,y00)✏Sxdist(x,x
00).

As is represented in Figure 8, the kNN algorithm facilitates the identifi-
cation of the nearest data points or clusters for a given query point. The
identification of the most proximal clusters or points to a given query point
necessitates the usage of a metric. In order to achieve this objective, the
most common distance metrics employed include the following:
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• Euclidean Distance

d(x,y) =

vt
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i=1
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• Manhattan Distance
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• Minkowski Distance
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Based on the aforementioned mathematical formula, it can be posited
that if the variable p equals two, the resulting formula is equivalent to
that of the Euclidean distance. Alternatively, if the variable p equals
one, the resulting formula serves as the formula for the Manhattan
distance.

3.2.9 Expert Systems

Expert systems have emerged as a novel technological solution for credit
scoring applications in recent times. The resolution of intricate predica-
ments is reliant upon the competence, construal and cognitive approaches of
expert human beings [102]. The existing body of research on expert systems
within this discourse remains limited and regrettably lacks a significant
level of elaboration. According to Hand and Henley [55], a notable advan-
tage of expert systems is their capacity to o↵er explanations for outcomes,
which, in turn, may be utilized as grounds for rejecting a credit applicant.
Rosenberg and Gleit [102] provided a concise exposition of Nelson and
Illingworth’s [86] articulation of the fundamental components of an expert
system, which are predicated on knowledge, encompassing both ”facts and
rules”. The synthesis of this knowledge base necessitates the arrival at a
conclusion, facilitated by an engine. Additionally, the system must o↵er an
interface to a↵ord users comprehension and explication of decisions and
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recommendations, while simultaneously updating said information.

Subsequently, various other applications employing expert systems have
been disseminated in academic literature. Among the relevant literature is
the study conducted by Ben-David and Frank [22], which entailed a com-
parative analysis between machine-learning models and a credit scoring
expert system. Notably, the results of this study indicated that, although
some of the machine-learning models demonstrated superior accuracy lev-
els relative to the expert system model, a majority of the former did not.
Another noteworthy study is that of Kumra et al [70], an inquiry was made
into the application of an expert system approach towards commercial loan
analysis, wherein it was established that said approach could bring forth
a unique set of features within the underwriting process, distinguishing
it from other methods employed earlier, as documented by Lovie [81] and
Leonard [77].

As a result, an expert system typically encompasses two fundamental con-
stituents:

• A knowledge repository that documents and retains specialized knowl-
edge within a particular field of expertise, and

• An inference engine, composed of algorithms for the purpose of ma-
nipulating the knowledge represented within a knowledge base.

Expert systems = Knowledge+ Inference.

Figure 9: An example of an expert system
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3.2.10 Neural Networks

Neural networks are a class of mathematical models that draw inspiration
from the computational mechanisms of the human brain. Such models
have been shown to be highly e↵ective in addressing various types of com-
plex problem-solving tasks. According to Gately [50], neural networks
can be defined as a computer program aimed at solving artificial intelli-
gence problems, which gains knowledge and expertise through a process
of iterative learning and trial-and-error. The construction of neural net-
works necessitates a process of training, wherein the linear or nonlinear
variables employed during the procedure serve to di↵erentiate among the
variables for the purpose of achieving a more refined and e↵ective outcome
in decision-making. In the domain of credit scoring, neural networks stand
out from other statistical methodologies. An illustration was provided by
Al Amari [5] to establish a clear distinction between regression models and
neural network models. He depicted that the use of the ”inverse matrix”
should be employed in the construction of an applicant score through re-
gression models. In contrast, the utilization of the ”applicants” profiles is
advocated in neural networks to appraise the relative scores of the indi-
viduals being assessed. Moreover, through employing neural networks, in
case the results are deemed unsatisfactory, the estimated scores shall be
subjected to modification by the networks until they reach an acceptable
level, or until the optimal score of each candidate has been obtained.

The neural network equation can be defined as:

Z =W0 +W1X1 +W2X2 + ...+WnXn, (6)

where:

• Z represents the output of an Artificial Neural Network (ANN),

• Xi, i = 1, ...,n is the independent variable,

• Wi, i = 1, ...,n is the weight of Xi , and

• W0 is the bias.

In the context of neural networks, a fundamental process involves the im-
plementation of a set of three successive steps.
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Firstly, the input variables and the aforementioned linear combination
equation (6) are utilized to derive the output, or predicted Y values, de-
noted as Ypred . Then, compute the loss or the error function. The error term
refers to the discrepancy between the observed values and the predicted
values. Finally, to optimize the performance of a model, it is imperative to
minimize the loss function or the error term.

Figure 10: An example of an artificial neural network

In contemporary times, neural networks have emerged as a viable tech-
nological solution, exhibiting favorable results across diverse industries,
including the financial sector in a broader sense, and more specifically
within banking institutions. Gately [50] proposed various financial do-
mains, including credit card fraud detection, bankruptcy and bank failure
prediction, mortgage application, option pricing, among others, as prospec-
tive applications that could be e↵ectively addressed using neural networks.
Numerous issues are tackled bymeans of the utilization of feed-forward nets
architecture, including pattern recognition. The predominant applications
in this domain consist of multilayer feed-forward nets and probabilistic
neural networks [84]. Several credit scoring models that utilize probabilistic
neural networks have been scrutinized by researchers such as Masters [84]
and Zekic-Susac et al. [125].

Numerous scoring models utilizing multilayer feed-forward networks have
been employed by several researchers such as Trippi and Turban [115],
Desai et al. [37], West [119], and Dimla and Lister [39] in a corresponding
manner. The neural network models exhibit significantly higher accuracy
rates as compared to discriminant analysis and logistic regression, as well as
other techniques, in the aforementioned studies. It must be noted however,
that di↵erences in accuracy rates are often negligible.
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Hybrid models, coupled with neural networks and sophisticated statis-
tical methods, have been implemented in constructing scoring models, as
evidenced by previous research by Stefanowski and Wilk [110], Lee et al.
[72], Lee and Chen [73], Blochlinger and Leippold [25] and Trinkle and
Baldwin [114]. Various studies have explored the comparison between con-
ventional and contemporary statistical methodologies ([49], [72], [83], [125],
[73] and [94]). The scope of comparisons has been broadened to encompass
feed-forward networks and back-propagation networks, as both Arminger
et al. [9] and Malhotra and Malhotra [83] have investigated. The findings of
previous studies indicate that statistical association measures reveal neural
network models to be superior in representing data compared to logistic
regression and CARTs [125]. Conversely, despite displaying better classifi-
cation capabilities, discriminant analysis falls short in terms of prediction
accuracy. On the other hand, logistic regression exhibits a relatively higher
degree of prediction ability [80]. In comparison to conventional methods
such as discriminant analysis and logistic regression, neural network mod-
els have exhibited superior accuracy rates. Nevertheless, it is noteworthy
to acknowledge that the disparity in outcomes between these methods was
negligible. Several studies have been conducted on the topic under consid-
eration, with notable contributions from Zekic-Susac et al. [125] and Crook
et al. [36].

In the meantime, West [119] designed and implemented five distinct neural
network architectures that were applied to credit scoring datasets obtained
from Germany and Australia. According to West’s analysis of credit scoring
errors, it is recommended that scoring applications should consider both the
mixture-of-experts (MOE) and radial basis function (RBF) neural networks,
as they have demonstrated promising performance. Conversely, the multi-
layer perceptron (MLP) may not be the most accurate neural network model
for scoring purposes. Although, logistic regression has been recognized as
the most precise model among traditional statistical models.

3.2.11 Genetic Programming

The implementation of genetic programming in the area of credit scoring
represents a technologically advanced approach. The origin of this method
can be traced back to its initial manifestation as a subcategory of genetic
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algorithmic techniques, and can be characterized as an augmentation of
the genetic algorithms protocol, as asserted by Goldberg [51] and Koza
[68]. In the realm of computational intelligence, genetic algorithms are
used to iteratively manipulate a given data-set through the application of
specific genetic operations, guided by an established measure of fitness. In
the context of genetic algorithms, the solution is represented by means of
a ”string,” as described by Koza [68]. Genetic programming involves the
generation of a set of competing programs through methods of mutation
and crossover that emulate the principles of Darwinian evolutionary theory.
These programs are subsequently assessed against one another in order
to determine their e�cacy. Commonly, genetic programming produces
conflicting programs in the LISP or comparable programming language as
a solution outcome [68]. The utilization of genetic programming has exhib-
ited substantial growth in recent times [32], with a sizeable increase noted
in the number of applications over the past few decades. These applications
include among others bankruptcy prediction [88], scoring applications [63],
classification problems [94], and financial returns [121].

Crook et al. [36], conducted a study to investigate the predictive accu-
racy of various classifiers utilizing credit scoring application data. Hence,
based on the outcomes was obtained, it can be deduced that an optimum
credit scoring methodology cannot be universally recommended for all
data sets. This is primarily influenced by the underlying intricacies of the
problem, the size and structure of the data, the usage of variables, the
targeted market, and the selected cut-o↵ point. In terms of statistical analy-
sis, advanced techniques like neural networks and genetic programming
exhibit superior performance compared to conventional statistical methods.
Despite the prevalence and e�cacy of modern analytical techniques, it
is pertinent to acknowledge the continued relevance and applicability of
conventional approaches such as linear discriminant analysis and logistic
regression in certain studies.

In conclusion, numerous studies have conducted a comparative analysis
between various techniques with the majority concluding that the utiliza-
tion of advanced statistical techniques such as neural networks and genetic
programming exhibits superior performance in comparison to traditional
techniques that rely solely on the ACC rate criterion. The accuracy of classi-
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Figure 11: An example of a Genetic Algorithm

fication can occasionally be influenced by the initial group selected, which
may be classified under the categories of ”bad” or a combination of ”good
and bad”, as posited by various studies ([37] and [25]). Nonetheless, it is
noteworthy that certain uncomplicated classification techniques such as
linear discriminant analysis and logistic regression exhibit an impressive
level of performance within this particular domain. In the vast majority of
cases, their performance does not diverge significantly from that of other,
more sophisticated techniques [12]. Finally, it is imperative to highlight that
there exist diverse statistical techniques, such as support vector machines
or smoothing nonparametric methods, time-varying models, mathematical
programming, fuzzy rules, kernel learning method, Markov models, and
linear programming [38].



3.3 Performance Evaluation Criteria of Credit Scoring 62

3.3 Performance Evaluation Criteria of Credit Scoring
Additionaly, for evaluting the credit scoring performance is necessary to
use suitable measures in order to conclude whether a model is e↵ective or
not. Various performance evaluation criteria are utilized in credit scoring
applications in diverse disciplines. These criteria include the confusion
matrix, accuracy (ACC) rate, estimated misclassification cost, mean-square
error (MSE), root-mean-square error (RMSE), mean absolute error (MAE),
the receiver operating characteristic (ROC) curve, GINI coe�cient, and
various other measures.

The utilization of the confusion matrix as a performance evaluation cri-
terion, is prevalent in numerous fields including accounting and finance
for the purposes of credit scoring, as well as marketing and health care in
a broader sense. The ACC rate is a metric that gauges the ratio of accu-
rately identified instances designated as either good or bad credit within a
given dataset. It represents a substantial criterion with regards to assessing
the classification proficiency of the suggested scoring models. The notion
of accurate classification rates is derived from a tabular representation
commonly referred to as a ”confusion matrix” [122], or alternatively a ”clas-
sification matrix” [1].

A confusion matrix displays the potential combinations of predicted and
actual observations within a given data set. Also, the classification outcome
which correctly identifies a valid positive example is referred to as a ”True
Positive”. In this case, the model posits that the expected value corresponds
with the empirically observed value, and the observed empirical evidence
revealed a positive numerical outcome, while the machine learning algo-
rithm e↵ectively predicted a positive numerical outcome.

Furthermore, the term ”True Negative” refers to the accurate classification
of an observation or test result as negative, when it is truly negative. This
concept is integral in various fields of research, such as medicine, where
the correct identification of negative findings plays a crucial role in the
diagnosis and treatment of diseases. Indeed, in the context of predictive
modeling, a true negative is recorded when the predicted value aligns with
the actual value. The determined value was observed to have a negative
magnitude, while the machine learning algorithm anticipated a negative
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output.

On the contrary, the phenomenon of falsely identifying a condition or
attribute that is not actually present as positive is commonly referred to
as a ”False Positive”. The machine learning algorithm generated an er-
roneous output. The observed outcome possessed a negative value while
the machine learning model forecasted a positive value. So, a Type I error,
commonly referred to as a false positive, is a significant concept in statistical
hypothesis testing.

Finally, the occurrence of a negative response when a true positive result
was expected, is referred to as a ”False Negative”. The artificial intelligence
algorithm generated an erroneous inference. The obtained value exhibited
positivity, whereas the model based on machine learning made a forecast
that exhibited negativity. In brief, the Type II error, i.e., false negative, refers
to the erroneous conclusion reached when a test incorrectly fails to reject a
null hypothesis that is truly false.

After the confusion matrix has ascertained the quantities of True Posi-
tives (TP), True Negatives (TN), False Negatives (FN), and False Positives
(FP), researchers are enabled to evaluate the classification accuracy, error
rate, precision, and recall of the model.

Figure 12: Formulation of the confusion matrix
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Additionally it is worth mentioning that, Yang et al. [122], compared the
confusion matrix with two alternative measures, namely the Mahalanobis
distance and the Kolmogorov-Smirnov statistics, in relation to an ROC
curve. Moreover, this matrix has been previously evaluated in comparison
to MSE and RMSE according to Fletcher and Goss [46] and Kumar et al.
[69]. To sum up, it is common practice for the dominant credit scoring
applications used in both accounting and finance, as well as other domains,
to utilize the ACC rate as a performance evaluation metric [99].

The significance of the ACC rate as a key metric in credit scoring is widely
acknowledged, particularly in the context of its utility for novel applica-
tions, as it underscores the precision of forecasting. However, the criterion
based upon the ACC does not take into account varying costs incurred by a
financial institution as a result of di↵erent categories of errors. Inadequate
attention is paid to the issue of neglect, specifically with regard to the omis-
sion of important information or factors.

The notion of misclassification costs pertains to the incurrence of vary-
ing costs for misclassifying actual instances of goods predicted as bad, and
the corresponding misclassification of actual instances of bad predicted as
goods. In the realm of empirical evidence, it is a widely held belief that
the expenses stemming from erroneous acceptance of the null hypothesis,
also known as Type II errors, are significantly more substantial compared
to those of incorrect rejection of the null hypothesis, which are classified as
Type I errors [12].

The estimated criterion of misclassification cost serves as a means of gauging
the comparative expenses incurred in the event of approving loan applica-
tions that exhibit poor repayment prospects as opposed to rejecting those
applications that possess good repayment potential. The evaluation of scor-
ing model’s performance is determined by the confusion matrix criterion.
This measure holds significant repercussions for banks, particularly con-
cerning the absence of estimations in cases where actual bad predictions are
made for observations assumed to be good. The assessment of the estimated
misclassification cost criterion holds immense significance as it plays a
pivotal role in the evaluation of the e�cacy of credit scoring at large and
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aids in determining the minimum anticipated cost of misclassification for
the proposed scoring models.

Several credit scoring applications have employed the estimated misclas-
sification cost criterion in finance ([119], [73] and [1]) as well as in other
disciplines [60]. According to Lee and Chen [73], the challenge of providing
trustworthy and consistent estimates of misclassification costs poses a sig-
nificant obstacle to the attainment of valid predictions. Hence, availability
of a reliable prediction is not assured. According to Lee and Chen [73],
there exists a widely held belief that the expenses related to Type I errors,
which involve the misclassification of good credit as bad credit, and Type
II errors, which involve the misclassification of bad credit as good credit,
di↵er significantly. Furthermore, Lee and Chen [73] assert that the costs
of misclassification associated with Type II errors are considerably greater
than those associated with Type I errors.

Misclassification Rate =
FP +FN

TP +FP +TN +FN
.

The opposite of misclassification rate would be accuracy, which is calculated
as:

Accuracy = 1–Misclassification rate.

According to West [119], Dr. Hofmann, who collated German credit data,
reported a ratio of misclassification costs associated with Type II and Type
I to be 5:1. This ratio has been subsequently utilized by Abdou [1]. The
utilization of the relative cost ratio has been expanded in the context of
sensitivity analysis to encompass elevated cost ratios, that is, those which
exhibit a greater disparity between the costs under examination, for exam-
ple numerical ratios 7:1 and 10:1, have been identified by Abdou [1].

Subsequently, the misclassification rate is a quantifiable measure indicating
the proportion of observations that have been erroneously predicted by a
given classification model.

The ROC curve, occasionally referred to as the ”Lorentz diagram”, is a
graphical representation consisting of two dimensions. It depicts the sensi-
tivity, which denotes the proportion of bad cases identified as bad and is
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plotted on the vertical axis, versus the proportion of good cases classified as
bad, commonly referred to as ”one minus specificity” and plotted along the
horizontal axis. This representation is established across all cut-o↵ score

Figure 13: The ROC curve

values to create a comprehensive diagram. This proposition posits that
sensitivity is equivalent to one minus the rate of type II error, while speci-
ficity is equal to one minus the rate of type I error. Notably, several studies
have explored this relationship, including works by Baesens et al. [12],
Crook et al. [36], and Yu et al. [124]. The ROC curve visualizes the com-
prehensive performance achieved by a diagnostic model in relation to all
potential threshold values. Besides, the ROC curve portrays the operational
characteristics of classifiers without considering the expenses incurred for
misclassifications or disparities in class distributions. Consequently, it tran-
scends these elements and e↵ectively decouples classification performance
from them, as noted by Thomas et al. [112] and Baesens et al. [12]. As a
result, the ROC curve serves to discern optimal cut-o↵ score values, which
may e↵ectively optimize the Kolmogorov-Smirnov statistic. Additionally,
it is stated that the visualization of the Kolmogorov-Smirnov statistic is
enhanced by the depiction of the ROC curve, according to the works of
Hand and Jacka [113] and Blochlinger and Leippold [25].

According to Blochlinger and Leippold [25], the maximum distance sep-
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arating the ROC curve from the diagonal is equal to a constant times the
Kolmogorov-Smirnov statistic. However, this relationship only holds when
the ROC curve is concave. In the event that the ROC curve lacks concav-
ity, a general correspondence cannot be established. The ROC curve was
initially employed as a method in the domains of psychology, healthcare,
and manufacturing to assess the e�cacy of signal recovery methodologies
and diagnostic systems. Currently, the ROC curve is extensively utilized
in the field of medical and health applications as evidenced by significant
studies conducted by Shang et al. [105], Ottenbacher et al. [96], and Song
et al. [108]. Also, the ROC curve has been observed to be utilized in various
fields, including engineering applications, as reported by Yesilnacar and
Topal [123]. Last but not least, the application of the ROC curve in finance
and banking settings has been documented by scholars such as Baesens et
al. [12], Blochlinger and Leippold [25], and Banasik and Crook [17].

One other common measure for assesing credit scoring is the Gini co-
e�cient, commonly referred to as Gini, and represents a widely utilized
metric within the financial sector for the purpose of assessing the e�cacy of
credit score models. The Gini coe�cient serves as a measure that quantifies
the discriminative ability of a model by assessing its e�cacy in distinguish-
ing between potential ”poor” loan recipients, who will likely default in the
future, and ”strong” loan recipients, who will likely perform well in their
loan repayment. This metric is frequently utilized in comparative analysis
of model excellence and the assessment of their prognostic capabilities. As
articulated by Thomas et al. [112], it o↵ers a single numerical value that
provides a comprehensive assessment of the scorecard’s e�cacy across all
cut-o↵ points.

Despite the wide use of the Gini coe�cient, there are plenty of researcers
that lack a comprehensive understanding of its underlying mechanism and
erroneously conflate it with a distinct metric that shares the same name.
A common misconception among practitioners is to equate the Gini coef-
ficient with the representation of the Lorenz curve, when in fact Corrado
Gini’s original measure of inequality is being referred to. It is important to
note that the Gini coe�cient that is frequently employed by researceres is
predominantly Somer’s D, which serves as a summary of the Cumulative
Accuracy Profile (CAP) curve. The nomenclature ”Somer’s D” is attributed
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to the scholarly contributions of Robert H. Somers [3] in the field of statisti-
cal analysis. Specifically, this pertains to a quantitative assessment of the
sequential correlation existing between two variables.

When it comes to credit score models, the measurement of the ordinal
relationship between the prognostications of said models, as expressed in
terms of the Probability of Default or the score assigned to a given borrower,
and the factual outcome whether or not a default on payment occurs is
pivotal. If the model is deemed e↵ective, it is expected that low scores
(representing high probability of default) are more strongly correlated with
occurrences of defaults when compared to high scores (characterized by
low probability of default).

The Somer’s D metric is bounded within the interval of �1 to 1. The ordinal
relationship of �1 represents a perfect negative correlation, while a perfect
correlation is indicated by an ordinal relationship of 1. Empirically, a credit
score model with Somer’s D coe�cient measure of 0.4 is considered to be of
satisfactory quality.

Finally, note that in the context of binary classification, as with credit
scoring where two distinct outcomes exist (default or no default), the Gini
index serves as a useful measure:

G = 2p(1� p). (7)

4 Optimization Techniques

4.1 Introduction
Optimization, more formally referred to as mathematical programming,
is a comprehensive set of mathematical principles and techniques that are
employed for resolving quantitative predicaments across diverse fields such
as physics, biology, engineering, economics, and business. The topic has
emerged as a result of recognizing that quantitative challenges in decidedly
diverse fields share significant mathematical aspects. Due to this shared
quality, a multitude of problems can be articulated and resolved through
the employment of the consolidated range of principles and approaches
that constitute the domain of optimization.
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The term mathematical programming, often used synonymously with
optimization, was first coined during the 40s when the term ”program-
ming” did not yet have an association with computer programming. The
field of mathematical programming encompasses the examination of the
mathematical aspects underlying optimization problems, the creation of
algorithmic approaches to address these problems, the study of mathemat-
ical properties inherent in these algorithms, and the practical utilization
of these solutions with the aid of computer technology. The rapid progress
of computer technology has greatly expanded the range and complexity of
optimization problems that can be e�ciently and successfully addressed.
The progression of optimization techniques has occurred in tandem with
advancements not only in computer science, but also in operations research,
numerical analysis, game theory, mathematical economics, control theory,
and combinatorics.

Furthermore, optimization is highly significant due to its huge range of
applications, as well as the wealth of e↵ective algorithms that are available
for its implementation. From a mathematical point of view, optimization
concerns itself with the optimization of a designated objective function,
taking into account multiple decision variables that must satisfy distinct
functional constraints. A common optimization model pertains to the dis-
tribution of sparse resources among feasible alternatives with the intention
of optimizing an objective function, such as overall profitability.

The fundamental components of an optimization problem encompass the
decision variables, objective function, and constraints.

The initial component encompasses a set of parameters, the numerical
values of which can be changed to enhance the intended outcome. These
variables are named decision variables of the optimization problem and
correspond to the the variables within the objective function that the opti-
mizer has the ability to modify. This relationship between the two elements
is critical in the optimization process. Also, these variables may be referred
to as design or manipulated variables. For example, various instances of
decision-making involve determining the quantities of stock to purchase or
vend, allocating di↵ering quantities of resources across varied production
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activities, or charting out navigation routes for vehicles across tra�c net-
works.

The second component entails a singular numerical measure, referred to as
the objective function, which bears the objective of either being maximized
or minimized. The primary aim of the objective function is to optimize
the value it represents through various methodologies. The expression
of the aforementioned concept is conventionally illustrated through the
implementation of a functional representation, typically depicting a math-
ematical function denoted as f (x). As an instance, the objective function
could pertain to the maximization of investment profit or the minimization
of energy consumption in a specific form, the projected yield on a stock
portfolio, the operational expenses or gains of a corporation, or the arrival
timing of a vehicle at a predetermined location. Such objectives are subject
to evaluation and analysis to determine their feasibility and attainment.

The third component inherent to an optimization problem, pertains to
a collection of constraints which serve as limitations on admissible variable
values. As an example, in the context of a manufacturing process, it is
imperative that the utilization of resources does not exceed the available
amount and remains at a minimum of zero.

Optimization problems can exhibit diverse characteristics within the ex-
pansive framework in which they are situated. Unconstrained optimiza-
tion problems denote problems lacking constraints, while the others are
commonly denoted as constrained optimization problems. Especially, an
optimization problem that imposes constraints on the decision variables to
take on only integer values or a discrete set of values is identified as an inte-
ger or discrete optimization problem. In instances where the variables are
unconstrained, the problem at hand constitutes a continuous optimization
problem. It is plausible that certain predicaments may entail a confluence
of discrete and continuous variables.

However, di�culties encountered in situations where the variables are
of continuous nature, such as the circumstance of resource allocation, neces-
sitate a distinct methodology as contrasted to challenges in which variables
take on a discrete or combinatorial character, as in the scenario of choosing
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a vehicle route from a predetermined range of possibilities.

Another category is feasibility problems, which are typified by the absence
of objective functions. On the other hand it is known that certain issues
may encompass multiple objective functions and thus need to be tackled
through the approach of simplifying them into either a singular objective
optimization problem or a series of successive problems of the same nature.

4.2 Optimization Problems
The initial step involves presenting a broad characterization of an optimiza-
tion problem. Suppose a function f (x) : Rn! R and a set S ⇢ Rn the issues
of finding an x

⇤
✏Rn that satisfies:

minx f (x)
s.t. x✏S.

The above is referred to as an optimization problem.

The function f is named as the objective function, and the set S is the
feasible region, whereas it is referred to as infeasible if S is null. Also,
the problem is called unbounded, if there exists a sequence xk ✏S such that
f (xk)!�1 as k! +1. In the case that the problem is not characterized by
either infeasibility or unboundedness, it is possible to obtain a x

⇤
✏S such

that:

f (x⇤)  f (x), 8x✏S. (8)

This type of x is referred to as a global minimizer of the optimization
problem. Note that if equation (8) becomes:

f (x⇤) < f (x), 8x✏S, x , x⇤,

then x
⇤ is called a strict global minimizer.

Furthermore, in other occasions, it is necessary to find an x
⇤
✏S that solves:

f (x⇤)  f (x), 8x✏S \Bx⇤("),
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with " > 0 and Bx⇤(") = {x : ||x � x⇤|| < "}.

In such case x
⇤ is called a local minimizer of the optimization problem.

Similarly, a strict local minimizer can be defined in a manner that is analo-
gous to the definition of a local minimizer.

Additionaly, the majority of instances involve the explicit depiction of
the feasible set S through functional constraints, which may include both
equalities and inequalities. One possible illustration of the variable S may
be presented as:

S := {x : gi(x) = 0, i ✏E and gi(x) � 0, i ✏I},
where E and I are representative index sets that pertaining to both equality
and inequality constraints.

Consequently, the optimization problem exhibits a generic structure as
expressed in the following form:

minx f (x)
gi(x) = 0, i ✏E
gi(x) � 0, i ✏I .

There are numerous factors that have an impact on the e�ciency with which
optimization problems can be solved. In the first instance, the number of
decision variables, denoted as n, and the total number of constraints, repre-
sented by the sum of E and I , have been found to be a reliable indication for
assessing the complexity of solving an optimization problem. Also, there
exist additional factors that are associated with the specific properties of
the functions f and gi , which are utilized to establish and characterize the
problem at hand. However, di�culties in optimizing a linear objective
function and adhering to linear constraints are relatively simple in com-
parison to complications that arise from non-linear objective functions and
non-convex feasible sets. Similarly, when presented with a convex objective
function and a convex set of constraints, the optimization process is com-
paratively less challenging. Due to specific features presented by particular
problems, researchers have devised algorithms that satisfy these features, as
opposed to commonly employed optimization algorithms with generalized
purposes.
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As such, it follows that optimization problems can be classified into mul-
tiple categories. In brief, linear programming is a significant category of
optimization. The term ”linear” denotes a mathematical relationship be-
tween dependent and independent variables in which there are no instances
of variables being raised to a higher power, such as squares. In the present
category of problems, the objective is to minimize or maximize a linear
function of real variables subject to linear equalities and inequalities being
satisfied. Another essential category of optimization is that of non-linear
programming. Nonlinear programming involves the consideration of real
numbers as variables, with the objective function or some of the constraints
represented by nonlinear functions. These functions may encompass vari-
ous mathematical operations such as squares, square roots, trigonometric
functions, or products of the variables. Furthermore, stochastic program-
ming, network optimization, and combinatorial optimization represent
significant categories of optimization problems. Stochastic programming
addresses scenarios in which the objective function or constraints vary
according to random variables, necessitating the determination of an op-
timum in a probabilistic or ”expected” sense. Network optimization, on
the other hand, entails the optimization of a specific flow property within a
network, such as the maximal quantity of substance that can be conveyed
between two predefined locations in the network. Finally, combinatorial
optimization confronts the challenge of identifying the optimal selection
from among a finite, yet extensive set of feasible values.

In Figure 14, an outline of the steps that are followed for solving an opti-
mization problem is presented.

4.3 Linear Programming
Linear optimization, also known as linear programming, is widely recog-
nized as one of the simplest and most frequently encountered optimization
problems. The issue at hand pertains to the optimization of a linear objective
function under the presence of linear equality and inequality constraints.
This pertains to the instance in question where the functions f and gi are
exclusively linear. However, if either the function f or any of the functions
gi are non-linear in nature, the problem at hand pertains to non-linear
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Figure 14: Steps of optimization process



4.3 Linear Programming 75

programming.

Before 1947, linear programming was relatively obscure despite its cur-
rent widespread application in resolving common decision-making chal-
lenges. Prior to this date, no substantial research was conducted despite
the fact that Joseph Fourier, a notable French mathematician, appeared
to have recognized the potential of the subject in early 1823. In 1939, an
eminent mathematician from Russia, Leonid Vitalyevich Kantorovich, au-
thored an elaborate dissertation titled ”Matematicheskie metody organizatsi
i planirovaniya proizvodstva” (Mathematical Methods for Organization and
Planning of Production), which is currently recognized as the seminal work
towards the identification of well-defined mathematical structures under-
lying crucial classes of scheduling problems. Regrettably, Kantorovich’s
recommendations were predominantly obscure both within the confines
of the Soviet Union and beyond its borders for a duration of almost two
decades. Moreover, significant advancements in the field of linear program-
ming were observed in both the United States andWestern Europe. After the
conclusion of WorldWar II, government o�cials within the United States be-
gan to recognize the necessity of utilizing scientific planning methodologies
in order to e↵ectively coordinate the collective energies and resources of the
nation during a potential nuclear conflict. The inception of the computer
rendered such an approach, viable.

Indeed, a comprehensive e↵ort was initiated in the year 1947 within the
boundaries of the United States Air Force. The proposition of the linear
programming model was based on its relative simplicity in mathematical
terms, while simultaneously o↵ering a comprehensive and practical frame-
work for representing interconnected activities that contend for limited
resources. In the context of linear programming, the modeler adopts a
systematic approach whereby the system under scrutiny is regarded as
comprising multiple activities that entail flows of inputs, such as labor and
raw materials, and outputs, including finished goods and services, which
are proportionally linked to the level of the activity under consideration. It
is posited that the levels of activity can be depicted through non-negative
numerical values. The innovative aspect of this approach is its utilization
of a linear objective function as a means of expressing the objective of the
decision-making process. This involves the minimization or maximization
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of a specific outcome, such as the optimization of potential sorties for the
air force or the maximization of profits within the industrial sector.

Up until 1947, the execution of practical planning was distinguished by
a sequence of mandates on the procedures and priorities imposed by au-
thoritative figures. The absence of general objectives is likely attributed
to the arduous computations that would need to be conducted in order to
e↵ectively minimize an objective function while complying with constraints.
In 1947, an algorithmic approach known as ”The Simplex Method” was
introduced, demonstrating remarkable e�ciency in resolving real-world
mathematical problems. The phenomenon of linear programming attracted
considerable attention in the 50s and subsequently gained traction among
industrial enterprises, ultimately achieving widespread adoption by 1951.
Presently, there exists almost no industry that does not employ some degree
of mathematical programming, although discrepancies arise regarding the
applications and extent thereof, even intra-industry.

The domain of linear programming has witnessed an extension of interest
towards the discipline of economics. In 1937, the analysis of an expand-
ing economy founded on a range of production techniques and established
technological coe�cients was conducted by the Hungarian-born mathemati-
cian, John von Neumann. In the context of the historical development of
mathematics, the examination of linear inequality systems was a relatively
unknown area of inquiry until the year 1936, garnering scant attention
from scholars and researchers. Furthermore, in 1947, von Neumann postu-
lated the equivalence between linear programming and matrix games, and
introduced the pivotal notion of duality, while additionally o↵ering several
proposals intended for the numerical solution of both linear programming
and game theoretical problems. Therefore, the assignment of a significant
proportion of the fundamental contributions in the field of mathematics,
can justifiably be attributed to von Neumann. Finally, it is worth mention-
ing that the year 1948 represents a significant turning point in the annals of
mathematics, in which the concept of duality and its associated themes un-
derwent a thorough and systematic investigation of a highly rigorous nature.

Mathematically, the linear programming is conventionally expressed in
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the standard form, which is presented as follows:

minx c
T
x (9)

Ax = b

x � 0,

where A✏Rm⇥n
, b✏Rm

, c✏Rn are given and x✏Rn is the vector of variables,
that must be setted. It is widely known that a k-vector is identified by a k⇥1
matrix. Also, the notation M

T is utilized to denote the transpose matrix of
an m⇥n matrix M . Specifically, the transpose matrix is an n⇥m matrix that
is characterized by entries MT

ij
=Mji . Consequently, the aim of equation (9)

is to minimize the linear function
P

n

j=1 cjxj .

Similar to the concept of optimization problem, the issue of linear program-
ming is deemed feasible when its limitations are congruous. Furthermore,
linear programming is classified as unbounded if there is an existence of a
series of feasible vectors xk such that cT xk!�1. In instances where the lin-
ear program is feasible but not unbounded, it possesses an optimal solution.
This optimal solution, denoted by x, is characterized by its ability to meet
the constraints set forth while simultaneously minimizing the objective
value in comparison to all other feasible vectors.

To sum up, Linear Programming is a widely researched topic in the field of
Operations Researchwith the most e↵ective and widely employed techniques
for resolving linear programming problems being the interior-point and
simplex methods.

4.3.1 The Simplex Method

The Simplex method is a widely used computational approach for solv-
ing linear programming problems manually. It involves the use of slack
variables, tableaus, and pivot variables to facilitate the identification of the
optimal solution of the optimization problem.

The simplex algorithm was originally developed by Dr. George Dantzig
during the World War II. The linear programming models devised by him
proved to be significant assistance in resolving transportation and schedul-
ing di�culties faced by the Allied forces. In 1979, Leonid Khachian, a Soviet
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Figure 15: A presentation of linear programming

researcher, introduced the ellipsoid algorithm, posited to be a revolutionary
method. However, subsequent analyses reveal that its e�cacy is no superior
to that of the simplex method. In 1984, Narendra Karmarkar, a research
scientist at AT&T Bell Laboratories, formulated Karmarkar’s algorithm,
which has been verified to exhibit a four-fold increase in computational
e�ciency compared to the simplex method, for specific problem instances.
However, it remains the case that the simplex method is the most e↵ective
solution for the majority of problems.

Simplex employs a methodology that exhibits a high degree of e�ciency.
The algorithm does not calculate the objective function value at each and
every point within the domain, but rather begins its operation at a vertex
of the feasible region wherein all primary variables assume a value of zero.
It then proceeds to traverse the feasible region, successively moving from
vertex to vertex, strengthening of the value of the objective function at each
stage of the process. The aforementioned process will continue until the
optimal resolution is achieved.

The simplex algorithm is a computational technique that employs iterative
procedures based on mathematical calculations and logical reasoning to
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derive the optimal solution for a given linear programming problem. Also,
it guarantees favorable consideration due to its exceptional e�ciency and
reliability. Furthermore, its utilization extends to mixed integer program-
ming, particularly subsequent to relaxation of the pertinent constraints.

The simplex algorithm may be described as a problem solving approach
that involves a series of fundamental stages:

1. Define the problem. It is necessary to formulate both the objective
function and the inequality constraints.

2. Transform the inequalities into mathematical equations. The exe-
cution of this step entails the inclusion of an additional slack variable for
every inequality present.

3. Establish the starting simplex tableau. The objective function should
be expressed as the last row.

4. The entry with the most negative value in the bottom row represents the
pivot column.

5. Compute the quotients. The identification of a row is based on the
quotient that has the smallest weight. The point of intersection between the
column identified in step 4 and the row marked in this step, is defined as
the pivot element. The calculation of the quotients is achieved through the
process of division wherein the far right column is divided by the identified
within the 4th step column. Any quotient that equals zero, a negative num-
ber or includes a zero within the denominator, shall be disregarded.

6. Utilize the method of pivoting to transform all remaining values within
this particular column to zero. This process is executed in a similar manner
to our approach with the Gauss-Jordan methodology.

7. The termination criterion for the process entails the absence of neg-
ative entries in the lowest row of the matrix. In the event of their presence,
it necessitates the repetition of the algorithmic sequence from step 4 and
forward.
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8. Obtain the variables by utilizing the columns containing binary val-
ues of 1 and 0. All other variables have a value of zero. The optimal value
sought is situated in the lowermost and furthest right region.

4.3.2 Basic Solutions

In order to provide a comprehensive explanation, below sequential process
is presented by utilizing a general model. Consider the following form of
problem:

max cx
Ax  b
x � 0,

whereA denotes anm⇥nmatrix, b represents anm-dimensional column vec-
tor and c represents an n-dimensional row vector. The variables of a given
problem are denoted by an n-dimensional column vector x. Consequently,
the vectors and matrices can be represented as follows:

A =

2
666666666664

a11 a12 ... a1n
a21 a22 ... a2n
...

...
. . .

...

am1 am2 ... amn

3
777777777775
,b =

2
666666666664

b1
b2
...

bm

3
777777777775
,c =

h
c1 c2 . . . cn

i
,x =

2
666666666664

x1
x2
...

xn

3
777777777775
,0 =

2
666666666664

0
0
...

0

3
777777777775
.

Subsequently, the incorporation of slack variables into the functional con-
straints generates the increased format of the problem. The vector of slack
variables is denoted by xs.

xs =

2
666666666664

xn+1
xn+2
...

xn+m

3
777777777775
.

Let the notation I refer to the identity matrix of dimension m ⇥m. The
constraints in the augmented form can be expressed as follows:

h
A,I

i " x
xs

#
= b,

"
x
xs

#
� 0. (10)
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However, there exist a plethora of possible resolutions for the specific
equation system outlined in equation (10). The selection of x = 0 and xs = b,
results in the fulfillment of the aforementioned equation, however, it does
not necessarily ensure the satisfaction of all the corresponding inequalities.
In a broader sense, partitions of the augmented matrix [A,I] can be taken
into consideration.

[A,I] ⌘ [B,N] .

The matrix denoted by B is a square matrix of dimension m ⇥m, whose
columns are formed by a set of linearly independent vectors obtained from
the concatenation of matrix A and the identity matrix I. If the variable

vector
"
x
xs

#
is partitioned in the same way, then

"
x
xs

#
⌘

"
xB
xN

#
.

The equality constraints presented in equation (10) can be expressed in a
restructured format as follows:

h
B,N

i "xB
xN

#
= BxB +NxN = b, (11)

or, by applying the left-sided multiplication of B-1, the above equation ca
be expressed as:

xB +B�1NxN = B�1b. (12)

Through the above construction, we establish the equivalence of the sub-
sequent three systems of equations, such that any solution to one system
simultaneously satisfies the remaining two.

h
A,I

i " x
xs

#
= b

BxB +NxN = b
xB +B�1NxN = B�1b.

The above linear systems can be characterized as alternative depictions of
the first system through the utilization of the matrix B. As previously noted,
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a clear resolution to the aforementioned system, and by extension the other
two, is the variable values of xN = 0 and xB = B�1b. In actuality, a solution
for xN can be acquired by setting its components to fixed values:

xB = B�1b�B�1NxN. (13)

The independent variables, denoted by xN, can be deemed as selectable
variables which may be freely chosen by the researcher. Subsequently, the
dependent variables, xB, are unequivocally determined once these indepen-
dent variables have been established. The description ”basic solution” is
assigned to a solution of the aforementioned systems that conforms to the
following format:

xN = 0, xB = B�1b,

where B is a given basis matrix.

Additionally, if the restriction xB = B�1b � 0 is satisfied, the resulting
solution xB = B�1b and xN = 0 constitutes a feasible basic solution for the
linear programming problem that described above. The variables xB are
referred to as the ”basic variables”, whereas the variables xN are identified
as the ”non-basic variables”. From a geometric perspective, it can be stated
that fundamental feasible solutions are in direct correspondence with the
extreme vertices of the set of admissible solutions {x : Ax  b,x � 0}. The
extreme points of a given set are defined as those points that are incapable
of being expressed as a convex combination of any two distinct points be-
longing to the same set.

The objective function, denoted as Z = cx, may be similarly expressed
through utilization of the basis partition. The c =

h
cB, cN

i
is employed to

denote the division of the objective vector. The current sequence of compa-
rable representations of the objective function equation is as follows:

Z = cx, Z� cx = 0

Z�
h
cB, cN

i "xB
xN

#
= 0

Z� cBxB � cNxN = 0.
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By replacing xB = B�1b�B�1NxN from equation (13):

Z� cB(B�1b�B�1NxN)� cNxN = 0Z� (cN � cBB�1N)xN = cBB�1b.

Finally, it is wort to be note that the final equation lacks the fundamental
variables. The aforementioned depiction enables us to ascertain the net
impact on the objective function by altering a non-basic variable. The
aforesaid characteristic serves as a crucial feature employed by the simplex
algorithm. The vector that corresponds to the non-basic variables in the
objective function, namely cN � cBB�1N, is often referred to as the vector
of reduced costs. This is due to the fact that its elements are the cost
coe�cients, cN , that have been subjected to a reduction by the cross e↵ects
of the basic variables, represented by cBB�1N.

4.4 Quadratic Programming
The quadratic optimization or quadratic programming problem has a more
comprehensive scope as it entails the maximization or minimization of a
quadratic function of variables for the objective function. The standard
form of quadratic programming is commonly defined in the following
manner:

minx

1
2
x
T
Qx + c

T
x

Ax = b

x � 0,

where A✏Rm⇥n
,b✏Rm

,c✏Rn
,Q✏Rn⇥n are considered known and x✏Rn.

In additional, from the relation

x
T
Qx =

1
2
x
T (Q +Q

T )x,

it can be theorized, without compromising the generality of the analysis,
that the variable Q possesses symmetry, with regard to its properties. This
can be alternatively expressed as Q exhibiting a symmetrical characteristic
Qij =Qji .
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The aim of the quadratic progamming problem is to optimize a convex func-
tion of x, provided that Q is a positive semidefinite matrix. The aforemen-
tioned condition is tantamount to Q possessing exclusively non-negative
eigenvalues. Once the aforementioned condition has been fulfilled, the
quadratic programming dilemma satisfies the criteria of being a convex
optimization issue, making it a↵ordable to resolution within feasible time
intervals via interior-point methodologies. The current theory pertains to
an established concept utilized for assessing the intricacy of computational
operations. For this reason polynomial time algorithms are deemed e�-
cient owing to their capacity to derive optimal solutions in a time frame
that is ascertained to be no more than a polynomial function of the input’s
magnitude.

4.5 Conic Programming
A further extension of the linear programming problem can be achieved
through the substitution of non-negativity constraints x � 0 with general
conic inclusion constraints. The problem under consideration is commonly
referred to as a conic optimization problem. In order to achieve this objec-
tive, consideration is given to a closed convex cone denoted as C, which
exists within a vector space X of finite dimensions. Furthermore, the conic
optimization problem in question is expressed as follows:

minx c
T
x (14)

Ax = b

x✏C.

If X = Rn and C = Rn

+, the above equations are identified as the model
of linear programming. However, it is possible to formulate a plethora
of non-linear optimization problems in a more expansive manner using
this approach. Moreover, certain algorithmic machineries that are highly
e�cient and resilient, originally developed for solving linear optimization
problems, can be adapted to resolve these universal optimization problems.
Conic optimization problems comprise a substantial subset of mathemati-
cal optimization, and are defined by the presence of a convex cone constraint
on the variables in the optimization problem. Among these problems are
two significant subclasses: (i) optimization over second-order cones, and (ii)
optimization over semi-definite cones. The aforementioned instances refer
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to situations wherein C pertains to the second-order cone:

Cq := {x = (x1,x2, ...,xn)✏Rn : x21 � x
2
2 + ...+ x

2
n
,x1 � 0},

and the cone of symmetric positive semidefinite matrices is:

Cs :=

8>>><>>>:
X =

2
66666664

x11 ... x1n
...

. . .
...

xn1 ... xnn

3
77777775
✏Rn⇥n : X = X

T
,X is positive semi-definite

9>>>=>>>;
.

In the context of positive semi-definite matrices, the conventional inner
products employed in the expressions c

T
x and Ax as outlined in equa-

tion (14) are substituted by a suitable inner product that pertains to n-
dimensional square matrices.

4.6 Integer Programming
The class of integer programs encompasses optimization problems that
necessitate one or more of the variables to exclusively correspond to integer
values. The application of constraints on the variables can significantly
increase the di�culty of solving problems. The attention will be centered
towards integer linear programs, characterized by a linear objective function
and constraints that are equally linear. A linear program that consists only
of integer variables is referred to as a pure integer linear program and it is
expressed as follow:

minx c
T
x

Ax � b

x � 0 and integrated,

where A✏Rm⇥n
,b✏Rm

,c✏Rn are given, and x✏Nn is the variable vector to
be decided.

A significant scenario arises in the instance wherein the xj variables de-
note binary decision variables, specifically denoting that x be within the set
of binary values, {0,1}n. Subsequently, the aforementioned issue is classified
as a 0-1 linear programming problem.
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Furthermore, the combination of continuous variables and integer con-
strained variables in a mathematical optimization problem is commonly
referred to as a mixed integer linear program, and it is expressed as:

minx c
T
x

Ax � b

x � 0
xj ✏N, j = 1, ...,p.

where the variables A, b, c represent predetermined data, while the integer
value p, 1  p < n, is also an element of the input.

4.7 Dynamic Programming
Dynamic programming is a computational methodology that entails uti-
lizing recurrence relations. The method in question was formulated by
Richard Bellman during the initial half of the 50s [21]. The term ”dy-
namic programming” originated from the investigation of programming
predicaments which necessitated a consideration of temporal alterations.
Nonetheless, the method can be utilised irrespective of the temporal aspect
of the issue at hand. The proposed approach involves partitioning the prob-
lem into discrete ”stages” as a means of conducting recursive optimization.
Also, it is feasible to integrate stochastic components within the recursive
procedure.

4.8 Optimization with Data Uncertainty
In all of the problem classes that have been discussed so far, with the ex-
ception of dynamic programming, it has been assumed implicitly that the
data pertaining to the problem is known, including parameters such as Q,
A, b, and c in quadratic programming. However, this phenomenon does not
invariably occurs. Frequently, the parameters of a problem pertain to quan-
tities that are yet to be actualized or that cannot be precisely determined
during the period in which the problem must be established and resolved.
Instances of this types, are frequently observed in models that pertain to
financial quantities, including investment returns and risks. Two distinct
methodologies will be examined herein, which pertain to optimizing with
respect to data uncertainty. The utilization of stochastic programming is
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a methodological approach employed when the presence of data uncer-
tainty can be attributed to random factors and can ultimately be delineated
through the use of probability distribution techniques. Moreover, robust
optimization is employed in situations where one seeks a solution that
exhibits favorable performance outcomes across all conceivable iterations
of uncertain data. The aforementioned approaches are not categorized as
problem classes, such as linear programming and quadratic programming,
but are rather regarded as modeling techniques that are utilized for the
purpose of resolving data uncertainty.

4.9 Stochastic Programming
Stochastic programming is a form of optimization problem that involves
a certain degree of probabilistic uncertainty in the underlying problem
data. The optimization problem at hand may take the form of a linear,
integer, or non-linear program. The stochastic linear programming example
constitutes a significant and noteworthy case of research in the field of
mathematical optimization.

The emergence of a stochastic program with recourse occurs, when cer-
tain decisions, namely recourse actions, are able to be made subsequent to
the realization of certain or all random events. An illustration of a mathe-
matical model in the field of operations research is a two-stage stochastic
linear program with recourse, which can be expressed in the following
manner:

maxx a
T
x +E[maxy(!) c(!)T y(!)]

Ax = b

B(!)x + C(!)y(!) = d(!)
x � 0, y(!) � 0,

where the decisions made in the first stage are denoted by a vector x, while
those made in the subsequent stage are denoted by a vector y(!). It should
be noted that the values of y(!) are influenced by the occurrence of a
stochastic event represented by the symbol ”!”. Deterministic constraints
on the first stage decisions x are determined by A and B, whereas stochas-
tic linear constraints connecting the recourse decisions y(!) to the first
stage decisions are defined by B(!), C(!), and d(!). The objective function



4.10 Robust Optimization 88

comprises a fixed component aTx and the expected value of the secondary
objective c(!)T y(!) across all possible outcomes of the stochastic event !.

Moreover, after making the initial decision variables x and upon the occur-
rence of the random event !, one may determine the optimal subsequent
decision variables through the resolving of the consequent linear program-
ming problem:

f (x,!) =max c(!)T y(!)
c(!)y(!) = d(!)�B(!)x

y(!) � 0.

Let us suppose that f (x) = E[f (x,!)] is the expected value of the optimal
value of the problem. Thus, the two-stage stochastic linear program has the
following form:

max a
T
x + f (x)

Ax = b

x � 0.

Therefore, in the case that the function f (x) - which may be non-linear
- is established, the problem may be converted to a non-linear program-
ming dilemma. After, characterization of the finite distributions of the
data c(!), B(!), C(!), and d(!), it is possible to prove that the function
f incorporates properties of piecewise linearity and concavity. When the
probability densities that describe the data are characterized by absolute
continuity and possess finite second moments, it is proved that f is both
concave and di↵erentiable. In either scenario, the optimization problem
at hand possesses convexity with constraints that are linear, and may be
resolved by the use of specialized algorithms.

4.10 Robust Optimization
The concept of robust optimization concerns the process of formulating
optimization problems having regard to the presence of uncertain data.
The objective of this approach is to take a solution that can be deemed
”good” despite the variability in the unknown parameters across all po-
tential scenarios. The present approach constitutes a deviation from the
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utilization of the randomness assumption in stochastic optimization for
resolving uncertain parameters, as it assigns equitable significance to all fea-
sible realizations. The description of uncertainty in parameters is expressed
through the utilization of uncertainty sets that encompass the entirety or
prevalent values that may possibly be actualized by such variables with
uncertainty.

It is noteworthy that various definitions and interpretations of robustness
exist, thereby leading to disparate models. A crucial concept in the field
is the notion of constraint robustness, which is frequently referred to as
model robustness. This pertains to solutions that persist to be viable for
every possible value of the uncertain inputs. Additionally, this particular
type of solution is deemed necessary in numerous engineering applications.

The following instance is extracted from Ben-Tal and Nemirovski [23], serv-
ing as an illustrative paradigm. Specifically, this centers on an complicated
engineering process that involves multiple phases, such as a chemical distil-
lation process, and the associated problem of optimizing the process. The
under consideration optimization problem incorporates balance constraints,
thereby ensuring that the amount of materials that enter a particular phase
of the process does not overcome the amount utilized in that phase, along
with what is reserved for subsequent phases. The quantities of end products
pertaining to a specific phase may be subject to variation due to factors
that exist outside the reach of control and thus, are deemed as uncertain.
Irrespective of the values of uncontrolled factors, the constraints of bal-
ance must be observed. Consequently, it is imperative that the proposed
solution exhibits constraint robustness against the fundamental uncertain-
ties present in the underlying problem. In the study under discussion a
mathematical model is proposed to identify constraint robust solutions. To
elaborate, the approach involves formulating an optimization problem in
the following format:

minx f (x)
G(x,p) ✏ K.

In example above, the decision variables are denoted by x, while the objec-
tive function is represented by the symbol f . Additionally, the constraints
of the problem are modeled by the structural elements G and K , which are
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assumed to be certain. Finally, the uncertain parameters of the problem are
denoted by the variable p. It is recommended to contemplate an uncertainty
set U , encompassing all conceivable values of the uncertain parameters
p. A viable approach for obtaining a solution that is robust to constraints
involves resolving the subsequent problem:

minx f (x)
G(x,p) ✏ K, 8p ✏ U.

The concept of objective robustness is closely connected to situations in
which the objective function involves uncertain parameters. The aforemen-
tioned phenomenon is commonly denoted as solution robustness within
the academic literature. In order for solutions to be deemed robust, it is
imperative that they maintain a high degree of optimality across all feasible
realizations of uncertain parameters. After that, an optimization problem
of the following form shall be contemplated:

minx f (x,p)
x ✏ S.

In the aforementioned instance, S is deoicted as the set of feasible solutions
and f signifies the objective function that is reliant on uncertain parameters
p. Based on the above scenario, it can be assumed that the uncertainty set
U encompasses the complete range of prospective values of indeterminate
parameters p. Subsequently, a solution that is both objective and robust is
attained through the process of solving:

minx✏S maxp ✏U f (x,p).

In summary, it should be noted that objective robustness constitutes a dis-
tinct subset of constraint robustness. The present formulation involves
the introduction of a novel variable, designated as t, which is subjected
to minimization within the context of objective robustness. Subsequently, a
constraining factor is imposed on the function f (x,p) such that its value re-
mains less than or equal to t. This ultimately leads to an equivalent problem
to objective robustness. The constraint-robust formulation of the resultant
problem exhibits equivalence to optimal robust optimization problem.

Although, the notions of constraint robustness and objective robustness
emerge in the context of risk avoidance decision making, the latter two may
not be suitable for optimization problems that involve uncertain data.
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5 A Real Case Study on Micro-Finance
Micro-finance, alternatively referred to as micro-credit, represents a form
of banking assistance rendered to individuals or groups of limited economic
means, who are typically precluded from obtaining access to conventional
financial services. The aim of micro-finance is to provide the economically
disadvantaged individuals with the means to attain self-su�ciency in the
long run.

Participating institutions in micro-finance typically o↵er loan facilities,
wherein micro-loans may vary in value from $50 to $50,000. In detail,
micro-finance facilitates individuals in acquiring sensible small-scale busi-
ness loans in a secure manner, that’s upholding principles of ethical lending.
While micro-financing operations are present worldwide, they are mostly
concentrated in developing countries, such as Bangladesh, Cambodia, India,
Afghanistan, the Democratic Republic of Congo, Indonesia and Ecuador.

Specifically, micro-finance solutions are extended to low-income or job-
less individuals due to the fact that a large number of those ensnared in
poverty, or with constricted financial means, are unable to engage in transac-
tions with conventional financial institutions owing to insu�cient earnings.

Similar to traditional financial institutions, micro-finance institutions are
obliged to impose interest rates on their loans, and they establish distinct
repayment schemes with payment deadlines occurring at fixed intervals.
Certain lending institutions enforce in borrowers to allocate a piece of
their earnings into a savings account, which serves as a safeguard in case
that the individual is unable to repay the debt. Consequently, this leads
to the individual who has received the loan successfully fulfills their obli-
gation to repay the amount borrowed, and to accumulate additional savings.

However, due to the inability of numerous applicants to provide collat-
eral, micro-lenders frequently unite borrowers as a means of creating a
safeguard. Upon obtaining loans, individuals proceed to acquire a collective
responsibility to repay their financial obligations. As the e�cacy of the
program is interdependent on the collective contributions of all partners,
it engenders a form of peer pressure that may e↵ectively raise borrower’s
obligation towards timely loan repayment.



5 A REAL CASE STUDY ON MICRO-FINANCE 92

Remarkably, despite being borrowers who typically fall under the cate-
gory of impoverished individuals, the repayment figures on micro-credits
surpass the average repayment rate o↵ered by more conventional modes of
funding.

It is important to mention, that the advantages of micro-finance extend be-
yond the immediate impact of providing individuals with a means to obtain
capital. Successful business projects not only contribute to the creation of
employment opportunities but also facilitate trade and generate positive
economic development within the local community.

Fintech, an abbreviation for financial technology, refers to the utilization
of advanced technologies with the goal of optimizing and simplifying the
delivery and utilization of financial services. The key objective of fintech is
to enhance the e�ciency of financial operations for various entities such
as companies, business owners, and consumers. This is achieved through
the utilization of specialized software, algorithms, and digital platforms,
which can be conveniently accessed via computer systems and smartphones.

In the context of mobile micro-loans, fintech facilitates the seamless appli-
cation of loans via smartphones, thereby o↵ering customers a convenient
means of accessing financial services. Micro-loans commonly feature brief
repayment periods, such as 7, 14, or 30 days. To ensure a seamless user expe-
rience and maintain responsible lending practices, customers are required
to repay their previous debts before being able to reuse the serviceThe
repayment process is facilitated with the assistance of the mobile operator.
The dataset employed for analysis encompasses variables related to the
customer’s wallet, telecommunications company, and loan characteristics.

In brief, fintech enables users to obtain small-scale loans via a mobile
application, thereby simplifying the provision of financial services and
enhancing the e�ciency of financial transactions for both loan recipients
and providers.
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Figure 16: The fintech process for microloans

5.1 Case Study
In the present study, we focus on clients who have a prior record of micro-
loan borrowing and those who do not. To that end, two datasets pertaining
to real-world data were employed for the purpose of investigating the e�-
cacy of logistic regression and determing the optimal results through the
utilization of the simplex method. The initial dataset comprises individ-
uals who have received loans as well as those who have not, whereas the
subsequent dataset exclusively consists of customers who did not receive
any loans. Furthermore, the initial dataset was subjected to two subsequent
training phases, the first for all clients and followed a anologous procedure
after the removal of the loan variables. Therefore, the primary objectives of
this analysis are:

i The utilization of the logistic regression and random forest techniques;

ii The calculation of the probabilities for all clients of each dataset;

iii The construction of an optimization problem of the new limits of
micro-loans; and

iv The unbiased distribution of the outcomed available amounts.

Please note that the computational statistics presented in this study were
produced using a personal computer outfitted with an Intel(R) Core(TM) i5-
7200U CPU, which operates at a base frequency of 2.50GHz and a maximum
turbo frequency of 2.71GHz The computer system was equipped with a
Random Access Memory (RAM) of 8.00 GB.



5.1 Case Study 94

5.1.1 Data Pre-Processing

Data pre-processing is a crucial step in the training of machine learning
models in order to enhance their performance and accuracy. The e�cacy of
the machine learning model depends upon the quality of the underlying
data. The manner in which data are presented, has the potential to exert
a significant impact on the capacity of machine learning models to learn
from it. Models exhibit a tendency to achieve faster and more reliable
convergence when numerical data is subjected to appropriate scaling tech-
niques. To sum up, the selection and transformation methods employed in
data analysis are critical factors that contribute to enhancing the predictive
accuracy of models.

Therefore, the primary and pivotal step of this study involves the cleansing
of the dataset. The first dataset comprises 50,000 rows and 367 columns.
Thus, there is a total of 367 variables, where one of these variables is
identified as the dependent variable, while the remaining variables are
characterized as independent. The discreteness of the dependent variable
is attributed to its binary nature, representing only two possible outcome
rates. Specifically, the dependent variable is identified as the characteriza-
tion of customers as either 0:”good” or 1:”bad”. The remaining variables
are related to mobile wallet, gsm and loan variables, which are segmented
based on repayment periods of 7, 14, and 30 days, indicative of the time
required to completely repay the micro-loan.

The variables contained within the dataset, with the exception of the depen-
dent variable appropriately labeled as the ”default flag,” are displayed in
Table 1. The term ”momo” pertains to a set of wallet variables character-
ized by a data type of Float, which is commonly utilized for the storage of
numerical values containing decimal points or floating-point representa-
tions. Subsequently, ”gsm” denotes the telecommunications company and
simultaneously exhibits floating characteristics. The variables pertaining to
loan characteristics, specifically referred to as the ”number of 7 day repay-
ments”, which are represented by the data type Integer (int). This data type
is utilized to store numerical values inclusive of whole numbers, whether
positive or negative, in a format devoid of decimal points.

The feature selection process is initiated by the application of several
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Table 1: Variables of dataset

filters, wherein the independent variables are investigated for the presence
of duplicated, constant, and quasi-constant features.

Following the implementation of the aforementioned filters, the resultant
variables were excluded and the dataset now comprises 257 independent
variables.

The subsequent stage entails an evaluation of correlated values. When
two variables display a high correlation, it indicates a robust association be-
tween them. Conversely, a low correlation suggests a weakened relationship
between the variables. Furthermore, it is important to consider instances of
weak or zero correlation in which no correlation exists if one variable does
not impact the other.

In the present study, Spearman’s correlation coe�cient was utilized to
assess the degree of correlation between the variables at hand, given the
non-linear nature of the associations under examination between two inde-
pendent variables.
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The last but not least step in the data preprocessing procedure involves
reducing the dimensionality of variables. The process of dimensionality
reduction serves as a methodology utilized to decrease the quantity of char-
acteristics present within a given data set, whilst preserving a maximum
amount of crucial information. In essence, the process involves the con-
version of multidimensional data into a reduced dimensional space while
maintaining its fundamental characteristics.

Generaly, in the domain of machine learning, datasets that are characterized
by an excess of features or variables are denoted as high-dimensional. This
phenomenon is characterized by the diminishing e�cacy of a model when
a large number of characteristics or attributes are incorporated into it. The
cause of this is ascribed to the increase in model complexity, accompanied
by a rise in the number of features, resulting in the progressively di�cult
task of achieving a feasible resolution. Additionally, there is a potential for
overfitting to occur in datasets with a high number of dimensions, whereby
the model becomes overly customized to the training data, thereby imped-
ing its capacity to accurately generalize to novel data.

The employment of dimensionality reduction holds promising potential
to mitigate these concerns through the reduction of model complexity and
improvement its capacity to generalize. There are two predominant method-
ologies utilized for decreasing the dimensionality of a dataset, specifically,
feature selection and feature extraction.

• The process of feature selection entails choosing a subset of the ini-
tial set of features that hold the utmost significance to the problem.
The objective is to decrease the dimensionality of the dataset while
preserving its critical characteristics. There exist diverse approaches
for extracting features such as filter methods, wrapper methods and
embedded methods.

• The process of feature extraction encompasses the creation of novel
features through the combination or transformation of pre-existing
features. Such a process is crucial in enhancing the e↵ectiveness and
e�ciency of machine learning systems. The objective is to devise a
collection of attributes that e↵ectively represent the inherent charac-
teristics of the source data within a reduced-dimensional framework.
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Numerous techniques are available for feature extraction, such as
principal component analysis (PCA), linear discriminant analysis
(LDA), and t-distributed stochastic neighbor embedding (t-SNE).

In this work, we utilize the PCA method. In order to test the validity of
applying the method to our case, Bartlett’s test was conducted. The ob-
tained p-value (� 0.0) was found to be less than the predetermined level of
significance 5%, and thus, techniques related to dimension reduction can
be utilized.

After conducting the Bartlett’s sphericity test and determining that the
dataset would benefit from dimension reduction, we proceeded to the imple-
mention of the PCA method. The first stop was to calculate the eigenvectors
and estimated communalities, followed by the removal of any variables
that displayed communalities below 0.40. The resultant dataset consisted
solely of the remaining variables. Subsequent to the initial iteration, the
aforementioned process was reiterated until all extraneous variables were
eliminated from the dataset.

Consequently, our ultimate dataset, obtained from the principal component
analysis iterations, comprised 32 variables.

Upon completing the process of data cleansing and selecting only the note-
worthy variables from the dataset,the next step was to train our model
through the logistic regression technique.

5.1.2 Logistic Regression and Random Forest Model Fitting

The initial stage in the implementation of logistic regression necessitates
the division of data into two distinct subgroups, namely training and test
set, with proportion (here) 80% to 20%.

Afterwards, we employ the training set to instruct our model utilizing
the logistic regression technique. Following the completion of a fitting
process for our model on the training dataset, the accuracy of the model
on the test dataset is subsequently calculated. This coe�cient serves as an
indicator of the degree of su�ciency with which the model at hand fits the
observed data. The experimental results of the present study indicate that
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our model exhibits an accuracy rate of 55.32% and AUC is 0.61. It is impor-
tant to recall that the data utilized in this study are real and, consequently,
the model’s accuracy percentage is not particularly noteworthy.

The ROC curve, depicted by the dashed line in the Figure 17, serves as
a reference point for a random classifier. A reliable classifier strives to
attain a position as distant as possible from the dotted line, ideally in the
top-left corner.

Figure 17: The ROC curve of the model using Logistic Regression model

It is noteworthy that, using a threshold of 0.388 guarantees a sensitivity of
0.950 and a specificity of 0.112, i.e. a false positive rate of 88.82%.

Following this, the probabilities of every customer within our dataset are
calculated. The results obtained suggest the probability of a customer ex-
hibiting unfavorable behavior. Consequently, to determine the probabilities
associated with positive customer behavior, it is imperative to calculate the
complement of the observed probabilities.

Figure 18 depicts the histogram of probability distribution of customers
who possess behaviors indicative of good customers.

The subsequent step of our analysis entails the training of the model while
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Figure 18: Histogram of probability of old customers using Logestic Regres-
sion model

excluding loan variables. In addition, we utilize the new set of data contain-
ing only new customers, specifically those lacking loan history, to compute
their probabilities.

Following the extraction of the loan-related variables, the dataset encom-
passes a total of 24 variables, including the dependent variable. The pre-
viously employed methodology will be repeated in order to fit the model.
Once again, the present dataset has been partitioned into distinct subsets,
80% for training and 20% testing.

The accuracy of the model has been estimated to be 55.24% a level of
precision that for both models exhibits a insignificant di↵erence. Further-
more, Figure 19 depicts the ROC curve, accompanied by the associated area
under the curve (AUC) coe�cient (61.32).

The utilization of a threshold value of 0.390 ensures a sensitivity rate of
0.950 and a specificity rate of 0.112, namely the rate of false positives has
been determined to be 88.76% according to the results obtained.

After the completion of the training process for the novel model, which is
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Figure 19: The ROC curve for dataset without loan variables using Logestic
Regression model

devoid of the loan variables, the subsequent step entails the establishment
of the probabilities of potential customers. As a result, the significant vari-
ables that appeared in the initial dataset are retained from the new dataset,
and the probabilities are computed. The original probabilities pertain to the
likelihood of a customer being considered as ”bad” and are consequently
transformed by computing their complementary values. This approach is
adopted to obtain a measure of the probability that a customer is ”good”.

Figure 20 illustrates the histogram of the probability distribution pertaining
to newly acquired customers who display behaviors suggestive of being
favorable customers.

The procedural steps employed within the logistic regression method are
delineated in Figure 21.
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Figure 20: Histogram of probability of new customers using Logestic Re-
gression model

Figure 21: A diagrammatic representation of the first part of the application
using Logistic Regression model.

For the purpose of evaluating and contrasting, we also employed the
Random Forest statistical approach for training our models. In order to
improve outcomes, the tuning technique is implemented on the Random
Forest model. The optimization of Random Forest models through tuning
facilitates the enhancement of their performance, regulation of complexity,
achievement of an optimal trade-o↵ between bias and variance, identifica-
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tion of significant features, and mitigation of specific challenges encoun-
tered in the dataset, such as class imbalance. The cross-validation method
is employed to determine the optimal hyperparameters. The evaluated
parameters encompassed the number of decision trees (n estimators), the
maximum depth of each tree (max depth), and the maximum number of
features considered in the tree’s best split (max features).

The initial dataset, incorporating loan variables, yielded an accuracy of
0.648(+/ � 0.008) and an AUC value of 0.708(+/ � 0.007). Furthermore, the
ROC curve diagram is also furnished in Figure 22.

Figure 22: The ROC curve for dataset with loan variables using the Random
Forest model

Note that, using a threshold of 0.290 guarantees a sensitivity of 0.950
and a specificity of 0.148, i.e. a false positive rate of 85.20%.

Subsequently, the probabilities of the previous clientele were computed and
the resulting histogram of the Figure 23 was derived. It has been observed
that the probability distribution in this instance exhibits notable di↵erences
when compared with its previous counterpart.

Additionaly, an identical approach was employed, as described earlier to
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Figure 23: Histogram of probability of old customers using Random Forest
model

train the model without the utilization of loan features, instead relying on
Random Forest. In the present instance, the metric of accuracy attains a
value of 0.612(+/ � 0.008), while the AUC metric exhibits equivalence to
0.656(+/ � 0.008). Furthermore, Figure 24 illustrates the plot of the ROC
curve within this particular scenario.

In this case, using a threshold of 0.300 guarantees a sensitivity of 0.953 and
a specificity of 0.116, i.e. a false positive rate of 88.38%.

Furthermore, it is worth noting that the probability distribution derived
from the aforementioned methodology is depicted in the Figure 25.

The methodology employed in relation to the random forest technique
is elucidated in Figure 26.

5.1.3 Optimization Problem

In order to determine the most suitable quantum of funds to extend as
micro-finance loans to both existing and potential clients, we formulate an
optimization problem.
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Figure 24: The ROC curve for dataset without loan variables using the
Random Forest model

Figure 25: Histogram of probability of new customers using Random Forest
model

It is important to note that we have access to the historical credit limits of
our well-established clients, which aid in the determination of appropriate
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Figure 26: A diagrammatic representation of the first part of the application
using Random Forest model.

levels for new credit limits to be conferred. In addition, it is imperative
to acknowledge the specific timelines designated for loan repayment, in-
clusive of a grace period of 14 and 30 days. Hence, the issue at hand shall
be partitioned on the grounds of the credit duration of the loan, thereby
engendering the formation of two analogous optimization problems.

As concerns new customers, a grace period of 14 days shall be provided due
to a lack of knowledge regarding their history and consequently, a lack of
estimate with regards to their reliability.

Afterwards, we classify both new and old customers based on their prob-
ability distribution into three groups: ”good”, ”medium”, and ”bad” with
the term ”good customer”, it is understood that there is a probability of
repaying the entire borrowed amount, as well as the fee. For ”medium
customers”, it is estimated that they will partially repay the amount, while
with ”bad customers”, there is an expectation that they will not return the
money borrowed.

To begin with, we investigate the case where the grace period is set to
a duration of 14 days. Herein are presented two discrete sets of data, one
specifically associated with existing customers and the other with newly
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acquired customers. Therefore, we classify the old customers into three
groups. The first group, denoted as XG1, consists of customers with a prob-
ability range of [0,0.50), which are considered to be the ”bad” ones. The
second group, denoted as XG2, is composed of customers with a probability
range of [0.50,0.70), which are regarded as ”medium”. Finally, the third
group, identified as XG3, represents customers with a probability range
of [0.70,1], which are considered as ”good”. Similarly, we allocate new
customers into three groups denoted as YG1, YG2, and YG3 utilizing the
same approach.

Consequently to this, various statistical measures pertaining to past clients
within every group are calculated, including the count of individuals in
each group and the number of recipients of loans during the most recent
period. Moreover, the aggregate sum of borrowed funds acquired in the
preceding interval, coupled with the entire magnitude of funds paid out to
all customers, is also ascertained.

Following this, the objective coe�cients of each team are computed and
the constraints of the optimization problem are enforced with the aim of
enhancing the satisfaction of existing customers.

The optimization problem of linear programming for the old customers
comprises 3 decision variables and 8 constraints which are expressed as
follows:
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where:

• !i , i = 1, ...,3: objective coe�cients.

• Xi, i = XG1,XG2,XG3: decision variables.

• z: the total amount of the objective function.

Furthermore, it should be noted that the variable ”t” represents the aggre-
gate sum of micro-loans paid out during the most recent time period in
total for all 3 groups. Similarly, ”�i”, i = 1, ...,ni denotes the quantity of
funds received by a given individual during said time period for each group
separately. Additionally, ”!i”, i = 1, ...,ni pertains to the probability asso-
ciated with each client, while ”ni” pertains to the population size of each
group that availed themselves of micro-loans during the aforementioned
time period.

The results arising from the implementation of the simplex method are il-
lustrated in the subsequent Tables 2, 3 and 4. The present study establishes
that the maximum target value that the objective function can achieve is
equivalent to 388281.67. Of this amount, 347604.66 monetary units pertain
to the mean customers, and the residual 260703.50 monetary units are
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Table 2: Answers report for XG1, XG2 and XG3 in grace period 14.

attributed to the excellent customers. It is noticeable that micro-loans are
not granted to individuals classified as bad clients.

Please note that the currency throughout the analysis concerns the Mozam-
bican currency, which is commonly known as ”metical” (MTn). In terms of
equivalence, 1 MTn holds a value of 0.014 euros.

Sensitivity analysis pertains to the study of the consequences that arise
on the optimal solution due to variations in the parameters of a model.
This process entails the pursuit of identifying the optimal solution and
provides the opportunity for the exploration of scenarios and inquiries.
The sensitivity analysis output yields significant insights into how mod-
ifications in variables and constraints influence the optimal solution for
micro-loan management. Specifically, the outputs comprise crucial indi-
cators, such us shadow prices, allowable increase/decrease, and reduced
cost. The aforementioned indicators serve to quantify the rate of alteration
in the value of the objective function as a result of modifications made to
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particular constraints. The provision of significant information pertain-
ing to the sensitivity of the optimal solution to variations in constraints
is a valuable resource which allows decision-makers to comprehend the
trade-o↵s involved in the allocation of micro-loans.

• Shadow Prices denote the magnitude of the transformation in the
value of the objective function concerning the variation in a given
constraint per unit. These entities denote the incremental benefit of
loosening or imposing a restriction. The manifestation of a positive
shadow price infers that the enhancement of the constraint value will
yield a progression in the value of the objective function. Conversely, a
negative shadow price suggests that diminishing the constraint value
would result in a more favorable outcome.

• The Allowable Increase and Decrease parameters refer to the upper
and lower bounds of change in the right-hand side of a constraint,
such that the present optimal solution preserves its optimality. These
values delimit the permissible boundaries within which the constraint
may vary without impacting the optimal solution.

• The Reduced Cost quantifies the magnitude of adjustment required in
the objective function coe�cient of a non-basic variable in order for it
to become a part of the solution at its present level. A reduction in cost
to zero denotes optimality of the present solution, while a positive or
negative reduction in cost suggests that modifying the corresponding
objective function coe�cient would lead to an improvement in the
solution.

According to Table 3, it is evident that the objective coe�cient pertaining
to variable X1 can be augmented to a maximum value of 0.7, or conversely
decreased to a minimum value of �1E +30, without eliciting any alterations
to the feasible solution. Likewise, this assertion holds true for the remaining
variables.

Additionally, it can be observed from Table 3 that the upper limit of the
right-hand side for the initial constraint can be enhanced by the magnitude
of 1E + 30, while it can be diminished to a minimum of 247204791.8, so
the final result equals 608308.2, without e↵ecting the feasible solution.
Similarly, analogous interpretations are elicited for the remaining con-
straints.Similarly, analogous interpretations are elicited for the remaining



5.1 Case Study 110

Table 3: Sensitivity analysis for XG1, XG2 and XG3 in grace period 14.

constraints.

The Limits report presents a distinct form of sensitivity analysis data with a
specialized focus. This technique involves the iteration of the Solver model
whereby every decision variable is systematically designated as the objec-
tive, both in the maximization and minimization instances, while keeping
all other variables constant.

Table 4: Limits report for XG1, XG2 and XG3 in grace period 14.

The outcomes obtained for the clientele in accordance with the probabilities
derived from the random forest model, whilst employing identical methods,
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are presented in the Tables 5, 6 and 7.

Table 5: Answers report for XG1, XG2 and XG3 in grace period 14 using RF.

After determining the optimal amounts for each group of existing cus-
tomers, it is now time to calculate the amounts that can be o↵ered to new
customers. Initially, we classify them into three corresponding groups, YG1,
YG2, and YG3, based on their probabilities, as done in the old customers
case.

The present investigation concerns an optimization problem that can be
formally articulated as follows:
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Table 6: Sensitivity analysis for XG1, XG2 and XG3 in grace period 14 using
RF.

Table 7: Limits report for XG1, XG2 and XG3 in grace period 14 using RF.
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where:

• !i , i = 4, ...,6: objective coe�cients.

• Xi, i = YG1,YG2,YG3: decision variables.

• z: the total amount of the objective function.

The term ”k”, represents the initial quantity allocated to newly acquired
clientele. Based on our findings, it has been determined that the value of k
corresponds to 3000 units of currency. Subsequently, the quantity of clien-
tele within every cluster is ascertained by means of the notation ”ni”. The
simplex method was employed to attain the optimal value of the objective
variable, as portrayed in Tables 8, 9 and 10.

Table 8: Answers report for YG1, YG2 and YG3 in grace period 14.

The optimal value of the target variable refers to a monetary measure-
ment of 1521658.29. This particular value represents the total amount that
is allocated to all newly acquired customers. A sum of 1603200 monetary
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units is allocated to new customers of average status, whereas 801600 mon-
etary units are allocated to customers of good standing. Last but not least,
it has been determined that no micro-loans are extended to new customers
with unfavorable credit histories.

In addition, Tables 9 and10 with the results of the sensitivity analysis
and limits report, corresponding, are provided.

Table 9: Sensitivity analysis for YG1, YG2 and YG3 in grace period 14.

Table 10: Limits report for YG1, YG2 and YG3 in grace period 14.

The ultimate goal of the analysis involves the allocation of the resultant
sums for each group to their respective clientele. The allocation of micro-
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loans to individual customers is determined based on the constraints of the
group. The current study explores the di↵erentiation of rewards for varying
levels of customer loyalty. More precisely, customers with moderate loyalty
are expected to receive a reward of (!i�i+0.5sd

⇣Pni

i=1!i�i

⌘
), whereas highly

loyal customers are proposed to be rewarded with (!i�i +2sd
⇣Pni

i=1!i�i

⌘
).

In contrast, for the allocation of new moderate customers, we assign a value
of k +20%k, which equates to a sum of 3600 monetary units. Furthermore,
for good new customers entails a value of k+60%k, with the monetary value
amounts to 4800 monetary units.

The aforementioned methodology was applied analogously to new cus-
tomers; their probabilities were derived from the Random Forest model and
the resulting outcomes are displayed in the subsequent Tables 11, 12 and
13.

Table 11: Answers report for YG1, YG2 and YG3 in grace period 14 using
RF.
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Table 12: Sensitivity analysis for YG1, YG2 and YG3 in grace period 14
using RF.

Table 13: Limits report for YG1, YG2 and YG3 in grace period 14 using RF.

Furthermore, the present study examine the scenario of a grace period of
30 days. It is pertinent to note that only former clientele with accessible his-
torical information are considered to determine a reasonable loan amount
that can be extended while ensuring their capacity to repay.

In this analysis, the identical methodology previously applied to old cus-
tomers on the 14-day grace period is employed. To achieve this, the cus-
tomers are segregated into their individual groups according to their proba-
bilities. Subsequently, the necessary metrics are computed, followed by the
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utilization of the simplex method.
The optimal value attained by the target allocation is 808133245.9 mone-
tary units. It is imperative to acknowledge that, and in this scenario, the
micro-loan is not extended to non-creditworthy borrowers. In this context,
an allocation of 710043786.3 is made to the medium entities, while a sum of
532532839.7 is reserved for the higher-performing entities. This approach
can be attributed to a deliberate e↵ort to minimize the possibility of extend-
ing loans to individuals who exhibit a tendency towards default, thereby
eliminating the risk of non-repayment and fee delinquency.

Subsequently, below are the detailed results that emerged after applying
the simplex method (14), sensitivity analysis (15), and limits reporting (16).

Table 14: Answers report for XG1, XG2 and XG3 in grace period 30.

In a similar vein, in the instance where probabilities were computed using
the Random Forest methodology, the solution to the optimization problem
is presented below in Tables 17, 18 and 19.
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Table 15: Sensitivity analysis for XG1, XG2 and XG3 in grace period 30.

Table 16: Limits report for XG1, XG2 and XG3 in grace period 30.

Furthermore, it is noteworthy to highlight that the Random Forest method-
ology produced superior accuracy and AUC compared to the results of the
simplex approach. The outcomes of the latter technique are attributed to
the observation that the achieved optimum value equated the maximum
threshold, which implies that in a significant number of customers from
each group will allocated to micro-loans.

A crucial final step in the analytical process involves the allocation of group
amounts to respective clients. The methodology implemented is consistent
with that which was utilized in the preceding period.
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Table 17: Answers report for XG1, XG2 and XG3 in grace period 30 using
RF.

Table 18: Sensitivity analysis for XG1, XG2 and XG3 in grace period 30
using RF.
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Table 19: Limits report for XG1, XG2 and XG3 in grace period 30 using RF.

The following Table 20 provides a comprehensive overview of the results
garnered from the investigation. It has been observed that a higher number
of customers were granted micro-loans when the analysis was conducted
based on the outcomes derived from Random Forest analysis.

Ultimately, the process diagram implemented in the analysis of our study is
presented in Figure 27 and 28.

Figure 27: A diagrammatic representation of procedure in grace period 14.
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Table 20: Total results of optimization problem.
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Figure 28: A diagrammatic representation of procedure in grace period 30.

6 Conclusion & Possible Extensions
In summary, the present study endeavors to examine the credit risk associ-
ated with micro-loans and determine the optimal threshold outcomes for
both newly acquired and existing clientele. The aim of the investigation
constituted a targeted e↵ort towards the optimization of precision and e�-
cacy in credit risk evaluation within the domain of micro-finance.

In order to accomplish this aim, a multi-faceted methodology was uti-
lized. This study delved into the theoretical underpinnings of credit risk
and scrutinized the diverse credit rating techniques employed in practical
settings, thus facilitating a holistic comprehension of the present credit
risk evaluation terrain. The present study employs statistical methods,
such as PCA, Logistic Regression analysis and Random Forest, to examine
micro-loan data and establish predictive models for the purpose of credit-
worthiness evaluation.

Additionally, the simplex algorithm was employed to optimize the loan
boundaries and constraints, ultimately leading to the attainment of optimal
quantities of micro-loans to be disbursed and the necessary number of loans
to be approved. A sensitivity analysis was conducted in order to assess the
e↵ects of fluctuating input parameters on the outcomes of optimization.
Through this analysis, valuable information was obtained regarding the
resilience and reliability of the proposed methodology.

The case study analysis conducted using real micro-loan data demonstrated
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the e↵ectiveness of the proposed methodology in accurately assessing credit
risk and establishing optimal loan boundaries for both new and existing
clients. The results underscored the significance of integrating statistical
methodologies and optimization algorithms into the analysis of credit risk
in micro-finance, in order to enhance decision-making processes and miti-
gate potential risks.

The present study focused on prominent aspects of credit risk evaluation in
micro-finance lending, however, potential areas for further inquiry persist.
Potential domains for future research could encompass the examination of
supplementary variables that influence credit risk, integration of alternative
data sources for comprehensive analysis, and assessment of the enduring
e↵ects of micro-loans on the financial well-being and alleviation of poverty
among borrowers.

In conclusion, the results obtained from this postgraduate thesis serve to
further the discipline of credit risk evaluation in micro-finance, establishing
a framework for more precise and e↵ective loan allocation methodologies
to bolster financial accessibility and promote enduring developmental ob-
jectives.

However, in the realm of credit risk analysis for micro-loans, prospective
investigations can investigate multiple auspicious domains to augment the
e�cacy and influence of micro-finance programs. Dynamic risk assessment
presents an opportunity to formulate credit risk models that can adjust
and revise in accordance with the evolving conditions and circumstances of
borrowers, their payment behaviors, and the market conditions. Dynamic
models would enhance risk management strategies and ensure optimal
lending practices by allowing for real-time adjustments to loan boundaries
and terms.

Additionally, in order to ensure the ethical soundness of future research
endeavors, ethical considerations must be given due attention. Due to
the susceptibility of individuals who borrow micro-loans, it is imperative
to examine the principles of equity, transparency, and impartiality in the
decision-making procedures. The exploration of the ethical implications sur-
rounding the utilization of alternative data, concerns pertaining to privacy,
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and the promotion of conscientious lending practices are critical compo-
nents in guaranteeing the ethical foundations of credit risk evaluation in
the domain of micro-finance.

Furthermore, a comprehensive analysis of the enduring e↵ects of micro-
finance on the social and economic landscape can provide valuable insights
into its far-reaching implications. Conducting longitudinal studies to eval-
uate the impact on the financial well-being, livelihoods, and poverty alle-
viation of borrowers, as well as assessing the e�cacy of credit risk models
in facilitating the realization of sustainable development objectives, is ex-
pected to yield significant academic and practical insights. This research
has the potential to provide valuable insights into the development and ex-
ecution of micro-loan initiatives that can optimize their enduring beneficial
e↵ects.

Last but not least, the execution of comparative analysis across diverse
micro-loan initiatives and geographical areas may generate valuable percep-
tions regarding the e�cacy of diverse credit risk evaluation methodologies.
Through comparative analysis of various models, methodologies, and risk
management strategies, scholars and researchers can identify optimal prac-
tices and augment the comprehensiveness of credit risk knowledge within
the context of micro-finance.

To sum up, by investigating potential research areas, advancement in the
field of credit risk analysis pertaining specifically to micro-finance loans
may be attained. This phenomenon is anticipated to result in a signifi-
cant improvement in the accuracy, e�ciency, and societal implications of
micro-finance endeavours. The present academic undertakings possess
the potential to yield significant advancements toward the development
of financially viable and comprehensive structures that facilitate the em-
powerment of individuals and small enterprises situated in marginalized
communities.
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