UNIVERSITY OF THE AEGEAN

SCHOOL OF ENGINEERING
DEPARTMENT OF INFORMATION AND COMMINICATIONS SYSTEMS ENGINEERING

POSTGRADUATE MASTER’S PROGRAMME

Information and Communication Systems Security

Trust Modelling Methodology for Distributed Environments

MASTER’S THESIS
by

KROUSARLIS THOMAS

Supervisor:
Kokolakis Spyros

Members of the examination committee:
Diamantopoulou Vasiliki
Stergiopoulos George

Samos, January 2024



[TANEITIXTHMIO AIT'AIOY

MNOAYTEXNIKH £XOAH
TMHMA MHXANIKQN [TAHPOOOPIAKQON KAI ETITKOINQNIAKON LXYETHMATON

[TPOTPAMMA METAIITYXIAKQN ZITOYAQN
AZOAAEIA ITAHPODOPIAKQON KAI EIIIKOINONIAKQN 2YEXTHMATON

Me0Oodoroyia povreromoinong ENMGTOCVVIG OE
Katavepnpéva nepifariovra

AINTAQMATIKH EPI'AXIA

TOV

KPOYXZAPAH 6QMA

Empléinov:
KoxoAaxng Zmdpog

Méhn €CeTOOTIKIG EMITPOTG:
["empyrog Zrepyromoviog
Boaouakn Awpavtomoviov

Zapog, lavovaprog 2024



This page is intentionally left blank.

H oelido avty eivai okOmIUG LEVKT).



© 2024
by KROUSARLIS THOMAS
DEPARTMENT OF INFORMATION
AND COMMINICATIONS SYSTEMS ENGINEERING
UNIVERSITY OF THE AEGEAN



Trust Modelling Methodology for Distributed Environments

1

Table of Contents
INEEOAUECHION cueereeiiiiesieinnecs et s s es st e s s ess st sss s asssstssenasssstosenssssstosonssssstsssnssssttssssssontesssssssntsssansssnts 1
| B 5 - T ¢4 0113 T BSOS PSP 1
1.2 Research problem . ..ot e 4
1.3 Structure Of the theSIS ...cooviiiieeeee et 5
Overview of state-of-the-art practices of trust modelling S 6
2.1  Fundamentals of Trust MOdelng .........c.cooiiiieiiiiiiiieeiieee ettt 6
2010 L THUST oot ettt h ettt h e et n bt n e ettt e s 7
212 THUSTWOTTRIFIESS ..ottt et e et e e s e et ae e ene e e eneaeeneeeeneas 7
2.1.3 TFUST OPIRIONS ...ttt e et et e et e et et e e et e e eae s e e e e e e eneaeenes 7
2.1.4  Trust relationships and HEIWOFK ................c.cccoiveeiiiiieeii e 8
2015 TruSt MOACIIING ... e 9
21,6 QUARLIfICAIION ...ttt e ettt et e e et ae e e e e aea e 10
2.2 Current State-0f-the-art ..........cooiiiiii e 10
2.3 Trust evaluation MOAEIS......c.oiiiiiieiiiee ettt ae s ae e eneaesrnteesrneeesrneee e 14
2.3.1  Policy-based trust MOELS ................c..ccociiveeiiirieeiiieeii e 15
2.3.2  Reputation-based trust MOAELS................cccooiiviiiiiiieiiieee e 15
2.3.3  Knowledge-based trust MOAELS ...............cccooiiiiieiiiieiiieeee e 16
2.3.4  Other trust MOAEIS.............ccccoiiuiiiiiiiiiiiiiie e 16
2.4 Trust quantification techniques and deciSion-loZICS........ccovviirriieriiieeciiee e 17
240 ProbabiliStic LOZIC........ccooooiiiiieeiieeeeeeee e et ae e 17
2.4.2  BaYeSian LOGIC.............ccooooeiiiee et 18
243 FUZZY LOGIC oottt et 18
2.4.4  Belief theory and Subjective IOZIC ..........cccooiiiiiiiiiiieiiieeeeee e 19
2.4.5 Machine learning-based models ....................ccc.ccooiveeiiiiiiiiiiiceie e 20
2.5 Potential research dir€CtONS ........oeeiiiieiiiieii ettt ae e ae s eneeesneeeseneeesrneee e 20
Trust modelling methodology and trust ProPerties..... i iieiicsicsisssissenssessesssssssssssssssssssssesssesssesssssssassss 22
3.1 Trust modelling MethOdOLOZY ......coooviiiiieie e 22
3.2 TTUSE PIOPETTICS ..ueeetieeeeieeeetteee st eeesteaa st eeateeeasseeassaesassaessseessseseassesesnsesssaeesssnaesesnsessnnneses 27
3.2.1  Knowledge-related trust ProPErties .........cocoovvveeiiieeiiieeeiee e 28
3.2.2  Experience-related trust PrOPEFTIES ..........ccceiiveeeiieeaiieeeieeeeeee e 35
3.2.3  Behaviour-related properties..............ccccccvveeiiireeaiieeaiiieeiieeeeeiee e 36
3.3 TTUSE PIOVISIOMINE ... ueeeieireeeieeeeseeaeseeeesteeasseeassseeasseesasseesasssenasaeesnsaesennaessneesssntessnneeessneeees 37
3.4 TruSt MANAZEINENT ....ueeeeiiieeciieeesteee e eesteeeteeeaeseeaseeeassaeeasseeenseeeeassesssssessseeesssnessssneesssneeses 37
3.5 Conclusions on Trust Modelling in Distributed Systems...........cooceiieeiiiriiinieeiie e 40

Krousarlis Thomas, Univ. of the Aegean, Dpt. of Information and Communications Systems Eng. ii



Trust Modelling Methodology for Distributed Environments

4  Applicability of the trust model and its MItations ......coverevciisiriniiissncnnisssrenninsresnsssnessssssssresssssnsssssesss 41
4.1 Trust scenarios in the case of TAllWAYS ......ccoiiiiiie e 41
4.1.1  Signalling and automatic train control SyStem SCENATIO .............ccooveeveecirererareanenen. 42
4.1.2  On-board SySIMS SCORAFIO .............ccccciveiiiiiiiiiieiiieeie ettt 43

4.2 Limitations of the proposed methodology ........cciiiiiieiiiieeeeee e 45
4.3 Further asseSSMENt CTILETIA .....uevireieeriee et et e e et e e e e e et eeeeeeessseeeeseeeeaneeenneeenneeenneee s 46
44 FULUIE WOTK .ottt st ettt s eb e et e e ate b e 47

5 CONCIUSIONS cerrreeiriniieciiinieseessensssess s st ss s e s s ssssstessnsssassessnsssnstossnsssnstossnsssnstossnsssnstessnsssnstessnsssnsrestessansssseasn 49
L 3 ) 1 T 50

Krousarlis Thomas, Univ. of the Aegean, Dpt. of Information and Communications Systems Eng. iii



Trust Modelling Methodology for Distributed Envirenments

List of Figures

Figute 12 Inticative irast HBIROTE s i i sy s e v nesss s iaesies
25
27
...38

It 2 v Y M RCIMERON i mvisunmsnsioosc i s B AR S SV AR
Figute 3t High-level trist Modél. . oiwnonmmmanisunsmsumnsamaimsaimes s aasimies
Fignire 4: Contralived BoHete ... .o
Figure 5: Semi-decentralized with the use of a distributed ledger........ccooveiieiiiiiiiiiiccieiiae,
Figuine 6: DIeenttglITe] SONBITIE (.. comenmisinmsassiimsuiss e s e ss s ioemss s s s o s i s s
Figure 7: Signaling and automatic train control system SCeNAario. ...........c...eeceeerieeeieesieeeieesieeseee e
R b T 0 TN oo R 5 A SR S TS R

39

40

42

A4

Krousarlis Thomas, Univ. of the Aegean, Dpt. of Information and Communications Systems Eng.



Trust Modelling Methodology for Distributed Envirenments

List of Tables
Table 1: Knowledge-related trust ProPertiBs. .. s vwisismrivsiassrssssisssssisiiineissssiimssisiiesss D
Table 2 BExperienee-related trunt DTODEILIEE ..o msminmtemivsssssins s i imsri s 35
Krousarlis Thomas, Univ. of the Aegean, Dpt. of Information and Communications Systems Eng. v



Trust Modelling Methodology for Distributed Envirenments

Acronyms
CPU Central Processing Unit
CVE Common Vulnerabilities and Exposures
EDR Endpoint Detection and Response
FW Firmware
HMAC Hash-based Message Authentication Code
HSM Hardware Security Module
HVAC Heating, Ventilation, and Air Conditioning
ID(P)S Intrusion Prevention (and Detection) System
loT Internet of Things
IT Information Technology
ITU International Telecommunication Union
NIST National Institute of Standards and Technology
oS Operating System
oT Operational technology
PSK Pre-Shared Key
PUF Physical Unclonable Functions
QoS Quality of Service
SIEM Security Information and Event Management
SoS System of Systems
SwW Software
TLS/SSL Transport Layer Security / Secure Sockets Layer
TPM Trusted Platform Module
UML Unified Modelling Language

Krousarlis Thomas, Univ. of the Aegean, Dpt. of Information and Communications Systems Eng.

i



Trust Modelling Methodology for Distributed Environments

Abstract

Devices and autonomous systems have become an integral part of our daily lives, undergoing
significant transformations to become increasingly intelligent and able to connect to other systems
and process complex information. Particularly in the case of autonomous systems, they are capable
of learning and adapting themselves based on the environment and their interactions with other
systems. This raises a significant challenge of building trust relationships between them. Still, there
is a research question in how to demonstrate the trustworthy state of a system and how this state
could be quantified in a way that systems and devices, which lack the natural ability to assess
relationships and risks like humans, can understand. This thesis reviews the fundamentals of existing
trust modelling and analyses current practices. A major contribution is the development of a trust
modelling methodology, including specific steps for quantifying trust, identifying trust entities,
assessing trust relationships within a system or network, and defining trust criteria and properties.
It also provides a formula for quantifying trustworthiness. The study identifies potential trust
properties that can be measured in each system, taking into account various dimensions such as
knowledge, integrity, behaviour, and experience of other entities in the network. It also examines
trust provisioning techniques to measure trust properties and explores three trust management
techniques tailored to specific system requirements for more efficient management and
trustworthiness quantification. This involves considering how trust properties are collected and the
decentralization aspects of the quantification process. Additionally, the thesis assesses the
applicability of the trust assessment solution through two specific scenarios in the railway domain.
It also discusses the limitations of its applicability and concludes with suggestions for potential
research directions and future work.

Keywords: trust modelling, trust properties, trustworthiness quantification and trust models
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Iepiinyn

O1 cLOKEVEG KO TA CVTOVORO GUGTIHOTA £XOVV YIVEL AVOTOGTACTO PEPOG TNG KabnuepvoOTTOC,
EVO TO TEAELTOAN POV TUPATIPOVVTUL CTUAVTIKES AAAAYES OOTE Vo, YIVOVTOL OAO KOl O EVPUN
KOl IKAVE VoL GUVOEOVTOL e AAAD cuatiuata kabmg kot va emeCepyalovtal ovveTeg TAnpopopiec.
[dwitepo. oV mepinTmON TOV ALTOVOU®V GLOTHUATOV, &ivol Kavd vo pobaivouv kot vo
npocappolovral pe facn to meptPdAiov Kat TIG CAANAETIOPAGELS TOVG IE AL AvTO dnuovpyel
L GNUOVTIKY TPOKANOT Y1 TV O1KOGOUNGT OYECEMV EUMIGTOCUVNG METOED auT®V. AKOua,
VIAPYEL TO EPOTNUA Y10 TO TS B KataderyBel n a&1OmMoTN KATAGTAOT) £VOS GUGTILOTOS KO MG
ot 1 Kotdotaon Bo pmopovce vo mocotikonon el pe TPOTO TOV VoL UTOPOVV Vi, KOTHVOT|GOVV Ol
CLOKEVEG, Ol OTOleg OEV £YOLV T QULGOIKN KOl VONTIKN IKOVOTNTA Vo aEloA0yolV GYEGELS Kol
Kvovvoug ommg ot dvBpomol. H mapovoa dwmhopatikny epyacio eetdlel T Pacikés apyég e
HOVTEAOTOINGNG EUMIGTOGUVIG KUl OVOADEL TIG TPEYOVOES TPUKTIKEG oTo medio. Mo onpavTiKn
ocuveloPopd elvor 1 avamtuén pwog peBodoroyiog povielomoinong EUmGTOCUVNG, 1 Omoia
meptAapPdvel cuyKekplpéva PROTe Yoo TOV TOCOTIKO TPOGOIOPIoUO TNG EUTICTOGVVIG, TOV
EVIOTIOUO OVTOTNTIMV EUTIOTOCLVIG, TNV OE0AOYNOT TOV OYECEMV EUMIGTOCUVIG EVTOS €VOG
GLUOTALOTOS N VOGS OIKTDOV GUOKELMV KOl TOV 0pIopd Kpltnpiov epmictocvvig. [Hapéyet emiong
VOV YEVIKELHEVO TUTO YL TNV TOGOTIKOTOINGoN TG a&lomoTtiog Tov cuotnudtmyv. AkOun, 1
gpyacio mpoodopiler mBavEg 18010TNTEG EUMIGTOGUVIG TOV Hmopovv va petpnfouv ce kabe
oUOTN O, AOUBAVOVTOG DTOYT] HIAPOPES TTUYES OMMG 1) YVAOGT], 1) OKEPULOTNTO, 1] CLUTEPLPOPA KoL
N eumelpio GAAov ovtotntov oto oiktvo. H epyacio eetalel emiong texvikég mapoyng
EUTIOTOGUVIG YO TN HETPNOT] TOV O0THTOV OLTOV KOl OEPELVA TPELS TEYVIKEG Olayeiplong
EUTIOTOGUVIG TPOCUPUOCHEVES GE GUYKEKPIUEVEG OUVOTOTITES KUl OOLTIGELS TMV GUCTNHATOV Y10t
TNV OTOTEAEGUOTIKOTEPT OLUYEIPIOT KOl TOGOTIKOTOIN o™ TN 0&lomotiog. Avtod mepthapPavet v
e€étoon tov TPOTOL GLALOYNG TV WTHTEV KebmOg Kol T Sad1KUcidg TOCOTIKOTOINGNG OF
OmoKeEVIpOUEVL OikTvo Ko mepifdiiovta. EmmAéov, 1 dwmhopotikny epyacio afloloyel tnv
TPUKTIKY EQUPLOYT TG AVOTC LECH dVO GUYKEKPILEVMV GEVOPI®V GTOV TOLEN TMV GLOT|POOPOLLOV.
Yuinta emiong TOVG TEPLOPIGHOVG TNG TPOTEIVOUEVIS ADCT KOl KOTAANYEL PLE TPOTAGELS Y1 TOOVES
EPELVNTIKEG KATEVHVVOELG Kl LEALOVTIKES EPYUCIES.

Aééarg Kherdd: povielomoinon eumiotoadvie, 1010TNTES EUTIOTOTOVHE, HOVIEAD, EUTIOTOGOVHS KAl
TOCOTIKOTOINGH
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Introduction

1.1 Background

In recent years, the technological landscape has undergone a significant (and rapid) transformation,
reshaping the design and capabilities of systems and their underlying components. These
advancements are mostly characterized by the integration of processing power and network
interfaces into even the most basic system elements as there is a continuous shift towards edge
computing [1], where data processing and service delivery are handled and offloaded to edge
devices [2]. In the telecommunications domain, for instance, modern infrastructure supports the
deployment of microservices directly at the network edge. At the same time, there are several
examples in various industrial systems where real-time data processing and decision-making take
place directly within the system, reducing latency and bandwidth use [3].

This evolution covers everything from simple sensors and actuators to more advanced computing
units. Previously, devices primarily served as data collectors, relying mainly on external servers for
processing and decision-making. Modern devices now integrate compact and energy-efficient
processors capable of heavy computational tasks (e.g., ARM Cortex-M, Qualcomm Snapdragon).
These processors are accompanied by embedded operating systems (and real-time operating systems
in the case of safety-critical systems) to manage limited hardware resources effectively and enable
the timely processing of critical tasks in applications requiring immediate response, such as
industrial automation, autonomous vehicles and smart grids. On top of that, the vast majority of
these devices are equipped with a broad set of network interfaces, such as Bluetooth and Wi-Fi,
which enable direct communication among various system components.

This digital transformation is reshaping industries, introducing high-end products that enable bi-
directional communication across a wide range of devices, equipment, hardware, and software

Krousarlis Themas, Univ. of the Aegean, Dpt. of Information and Communications Systems Eng. 1
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services. However, while promising, this evolution comes with its challenges since the increased
intelligence and connectivity of these devices introduce new security concerns and challenges [4].
This ongoing digitalization and incorporation of embedded processing power and network interfaces
further expand the attack surface: malicious actors can exploit vulnerabilities on the system level
or, leveraging interconnectivity, can launch cascading attacks across multiple sub-systems. Such
attacks were mostly impractical in the past due to the limited connectivity interfaces and the reliance
on microcontrollers without processing units or embedded operating systems.

Moreover, most of these systems comprise several hardware modules supplied by multiple global
vendors, creating a mixed environment of technologies within a single system. Even when dealing
with reputable manufacturers, they typically lack specific knowledge about the final applications or
the intended environment where their submodules will be integrated. Once the components leave
the manufacturing floor, they are not aware of their actual security status. Thus, they can only design
protective measures based on anticipated, rather than exact, usage scenarios and environments. This
is also the case when entire products are delivered to clients without knowing or considering the
target environment (e.g., network topology, other devices that will be connected, etc.). This means
that runtime vulnerabilities cannot be detected efficiently by the manufacturer so that remediation
measures can be applied directly during the post-deployment. This leads to a mixed-trust
environment within larger systems, a situation that gets worse when the exact designers and
manufacturers of the components remain unknown, as in several cases, large vendors design
modules that are outsourced for production in third countries. This process typically involves
multiple suppliers and other unknown manufacturers, resulting in a complex scenario where
visibility into each step of the manufacturing process is not visible.

Adding to this fact that today’s infrastructures consist of several heterogeneous subsystems and
components, each with unique characteristics, including IT (devices and software for information
storage and processing), Operational Technology (OT) infrastructure (devices and software for
cyber-physical operations, mainly in the industry), network and communication systems, and their
interdependencies with supply chains and other legacy systems. This synthesis leads to the creation
of large Systems-of-Systems (SoS) offering services that must work together to execute critical
functionalities cooperatively.

For instance, in the case of railways, the infrastructure’s heterogeneity spans from heavy equipment
with obsolete connectivity interfaces (i.e., interlocking systems or other auxiliary systems like
heating, ventilation, and air conditioning - HVACs) and low capability embedded devices to high-
end equipment and cloud services (i.e., autonomous driving and remote monitoring) [5]. A critical
challenge arises from the fact that a wide range of manufacturers and vendors supply this equipment,
complicating the task of ensuring trust between these components. Large equipment, often seen as
SoS, comprises hardware parts and modules produced by numerous vendors, where diverse
technologies coexist, thereby creating a complex environment. Additionally, differentiating
between IT and OT is challenging in most cases as well. Often, identifying the assets needing
protection is a complex process, categorising a device as IT or OT, and deciding on the appropriate
security measures and standards to apply is also difficult.

Until recently, the conventional threat and trust models assumed that the hardware and software
vulnerabilities are entirely independent, and existing security measures have been designed

Krousarlis Themas, Univ. of the Aegean, Dpt. of Information and Communications Systems Eng. 2
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separately (around software and networks rather than securing the system itself). Due to the
hardware’s nature, there is a misleading assumption that the underlying hardware is always trusted,
particularly in OT systems. It is also considered that hardware vulnerabilities could be exploited
only in situ with direct physical access to the system. However, the rich set of new and available
connectivity interfaces and possible bypasses through running software makes it possible for an
adversary to attack hardware modules entirely remotely. There are several documented attacks [6]
that demonstrate how malicious actors exploit connectivity interfaces of secondary systems to
compromise primary ones or take advantage of software vulnerabilities through supply chain attacks
[7].

In the previous railway scenario, multiple on-board units are required to communicate and exchange
information about various conditions. Specifically, the train control management system needs to
interact with the automatic train protection systems while also gathering data from on-board sensors.
In emergency situations, this system should promptly activate the braking machine interface and
other protective systems. Additionally, communication with external systems, such as trackside
units responsible for controlling signals and traffic management (e.g., interlocking), is required. A
compromise in the signalling or automatic train control system could lead to severe train accidents.
Such an incident took place in Poland in 2008, where an attacker successfully hacked a tram system
[8]. However, it is essential to note that not all systems carry the same level of criticality. While
important, systems like on-board heating, ventilation, and water management are considered less
critical. This leads to a mixed-criticality environment of devices and services running on top of them
that should be prioritized accordingly to achieve an overall trustworthy state.

Also, we need to consider that in most cases, these systems are characterized by their extended
operational lifespans, often remaining active for several decades (i.e., track vacancy detector and
wayside equipment). This durability poses unique security challenges. Systems deployed today must
be designed considering future technological developments and emerging threats. Given their
prolonged use, these systems are increasingly susceptible to evolving cybersecurity threats. As
technology progresses, parts of older systems may become outdated, making the search for
compatible replacements (hardware parts) or upgrades challenging. The complexity increases due
to the interconnectivity within the infrastructure and large systems. Alterations to one system can
lead to significant implications across others, while the integration and interoperability between
legacy and modern systems should also be considered.

When it comes to the protection of these systems, they are mostly equipped with standard
cybersecurity measures like firewalls, which serve as protective barriers between trusted and
untrusted networks, along with Intrusion Detection and Prevention Systems (IDPS) and Security
Information and Event Management (SIEM) systems for real-time security analysis. While these
tools are generally reliable, they fall short of providing deep insights into system operations or
detecting sophisticated vulnerabilities. The current security techniques and methodologies are not
able to fully protect systems and can be bypassed by newer attack methods. This leaves systems
exposed to a range of threats, from traditional malware like Stuxnet to advanced techniques like
return-oriented programming, data-oriented programming attacks, and side-channel attacks that
exploit information leakage [9].

Krousarlis Themas, Univ. of the Aegean, Dpt. of Information and Communications Systems Eng. 3



Trust Modelling Methodology for Distributed Environments

1.2 Research problem

Establishing trustworthiness and trust relationships is critical, especially in complex environments
such as industrial SoS, railways, automotive and aerospace systems, where there 1s an increasing
demand on real-time constraints and efficient use of shared resources due to safety critical scenarios.
Moreover, autonomous systems have been increasingly penetrating our daily lives in several cases
such as unmanned vehicles, manufacturing, and robotics. These systems are capable of operating
without human intervention, while their most important characteristic is their ability to learn
throughout their entire lifetime using machine learning techniques and adapt themselves to new
circumstances, such as changes in the environment and network.

The core question then becomes: how can one system (or a component within a system) establish
trust in another? Typically, trust revolves around assurance and confidence that people and devices
will behave in expected ways. Yet, ensuring trust in the context of an “artificial community” of
systems and devices presents a greater challenge, given the fact that devices lack an inherent
judgmental ability to assess risks and other factors in the way humans do. Therefore, there is a need
to quantify the concept of trust in a manner understandable by systems. This will enable the systems
to rely on each other’s data based on evidence-based trust relationships. However, this leads to
another critical research question: How can we effectively model and quantify the trustworthiness
of an entity? The failure to accurately measure trust can expose systems to vulnerabilities, making
them susceptible to malicious attacks. Additionally, trust is a variable factor, as it can change over
time based on various factors. Therefore, another question arises: how can we enable systems to
make decisions based on real-time evidence regarding the reliability of other systems, considering
their actual characteristics and runtime status of the system?

A significant challenge arises from the diversity of systems and varying hardware characteristics,
such as network interfaces, computational capabilities, and supported operating systems. This
diversity complicates the monitoring process. Identifying all system interdependencies, including
both external and internal ones, is particularly challenging. This is especially true for the complex
interplay between IT and OT, where boundaries are frequently blurred. On top of that, the SoS often
operate in environments that mix old and new technologies, using a variety of protocols
(cryptographic and communication) integrated into their communication, remote control centres,
and infrastructure over many years.

In industrial environments, trust relationships are necessary to ensure security as SoS are inherently
distributed and collaborative, relying on the accurate delivery of services from other system entities.
For instance, in the previous example, an automatic train protection system should rely on the data
and services coming from other on-board devices to take correct and informed decisions and to
actuate the proper controls (e.g., the braking system). This interdependency forms trust relationships
where one entity (the trustor) depends on another (the trustee) to provide essential services or
information. Under the zero-trust paradigm, this trust should not be taken for granted but should
instead be grounded in concrete evidence and analysis of trustworthiness. Incorporating systems
that can model and evaluate such trustworthiness is crucial for creating reliable and resilient
systems. These systems should be able to make informed decisions about trust, assessing the
credibility of other entities continuously and dynamically. Failure to accurately identify and manage
these trust assumptions can leave systems vulnerable to failures or targeted attacks.

Krousarlis Themas, Univ. of the Aegean, Dpt. of Information and Communications Systems Eng. 4
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The goal is to develop trust models that enable the assessment of trust relationships, particularly in
the execution of security and safety critical functions. Such models should be capable of determining
the level of trustworthiness required for each device and service within the network. This requires
trust assessment models that can pinpoint the necessary trust properties and sources of information
to quantify trust for each specific device and function. In essence, this approach shifts from a static,
assumption-based trust model to a more evidence-based one, as trust is not a fixed attribute but a
dynamic one, changing with context, time, and the evolving threat landscape. This approach can
enhance the security and resilience of SoS by enabling them to adapt to new threats and
vulnerabilities, maintaining operational integrity even under attack circumstances. The aim of this
study is to create a model of quantifying trust while identifying indicative properties and sources of
trust that can be used for this quantification.

1.3 Structure of the thesis

The thesis is structured as follows:

e Section 2 discusses a review of trust modelling fundamentals, examining current state-of-
the-art practices in the domain. This section provides a state-of-the-art analysis of trust
evaluation models, emphasizing methods for quantifying trust and decision-making
processes.

e Section 3 presents the proposed methodology of trust modelling, including the identification
of essential trust properties necessary for assessing system’s trustworthiness. This section
also describes several approaches for trust provisioning as well as strategies for trust
management and outlines various trust management architectures. The chapter concludes by
discussing challenges and future research directions in the field.

e Section 4 focuses on the examination of two specific scenarios in which the trust model can
be effectively applied within the context of railway networks. This section also evaluates the
model’s limitations and potential areas for future research and development.

e Section 5 presents the conclusions of the study, including the key findings and insights from
the performed research work.

Krousarlis Themas, Univ. of the Aegean, Dpt. of Information and Communications Systems Eng. 5
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Overview of state-of-the-art practices of trust modelling

This chapter elaborates on the fundamentals of trust modelling, along with an analysis of the current
state-of-the-art practices in the field. It delves into a detailed examination of existing trust evaluation
models, focusing on trust quantification techniques and decision logics.

2.1 Fundamentals of Trust Modelling

The notion of trust is abstract and multi-dimensional, characterized by its dependency on the
involved participants, specific scenarios, and a combination of both quantifiable and non-
quantifiable factors that may be influenced by subjective opinions. This diversity in trust’s nature
poses a challenge in formulating a widely used (and acceptable) model. Broadly speaking, trust can
be conceptualized as a qualitative or quantitative score that a trustor (the entity placing trust) assigns
to a trustee (the entity being trusted) for executing a specific task within a defined context and
timeframe. Trust is a critical factor that influences an entity’s confidence to depend on another’s
services. This concept could be found in daily life, where trust is derived from personal experiences,
such as the reputation of a specific person or even a product can be influenced by external feedback
(reviews, social media, etc.), or from other trusted people (e.g., family, friends).

While trust’s significance is paramount in both physical and cyber worlds, establishing it in cyber
environments poses unique challenges due to the absence of physical interactions and tangible
experiences. For instance, in the physical domain, one might build trust with a company by visiting
its premises and observing security processes used and protocols (e.g., for treating personal data).
However, such direct experiences are lacking in the digital world, complicating the trust-building
process. Moreover, quantifying trustworthiness in digital settings is particularly challenging due to
varying observations of what constitutes “trustworthiness” among different entities. Therefore,
various users may perceive the same service differently based on their individual experiences. This
subjectivity underscores the complexity of developing a standardized and objective measure of
quantifying trust.

These considerations highlight the necessity for alternative trust models that can effectively address
and integrate diverse perspectives and criteria. Such models must account for the dynamic and
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complex nature of trust, including both empirical evidence (like historical data or previous
behaviour) and subjective elements (such as reputation and experience from other entities). In the
SoS context, where multiple interdependent systems interact, these challenges become even more
demanding as several interactions and dependencies should be considered to assign a trust level to
a system or a device.

The following subchapters provide a summary of key terms and notions relevant to the domain.
Trust is a broad and extensively studied concept, leading to a plethora of definitions in the literature,
some of which even present conflicting notions. Given this diversity and complexity, the definition
is provided by the NIST glossary [10] and ITU standards, specifically document Y.307 [11], known
for their reliability and broad acceptance in the field.

2.1.1 Trust

Trust is the confidence or belief that one element (the trustor) places in another (the trustee),
grounded in the trustor’s expectation that the trustee will act reliably and with integrity in fulfilling
a specific task. This concept builds the following relationship: the trustor who places trust, the
trustee who is the recipient of that trust, and the specific task or responsibility. The nature of trust is
highly subjective and contextual, shaped by the trustor’s unique perceptions and past experiences.
Based on this, trust is not a static property but a dynamic one which evolves through interactions,
and it is continuously formed by the newly collected information and experiences. This reflects the
relational nature of trust, which may include several other elements and actors, making it even more
complex (see Chapter 3.4 about trust management networks).

2.1.2  Trustworthiness

Trustworthiness is a set of attributes that makes an entity considered reliable and worthy of trust. It
represents an assessment of an entity’s (the trustee’s) capability and reliability in fulfilling specific
tasks or obligations in response to the trust placed by another party (the trustor). This concept
revolves around the demonstrable alignment of the entity’s behaviour with its specified
responsibilities and expected behaviour, ensuring that it acts predictably and as designed (i.e., as
prescribed by the manufacturers in the case of a device). It is more objectively measurable, as it is
derived from the entity’s characteristics (e.g., device capabilities) and its ability to execute specific
tasks effectively. This introduces confidence in others regarding the entity’s ability to deliver on
commitments. Unlike trust, which is dynamic and context-dependent, trustworthiness tends to be
more stable and consistent based on the inherent and proven characteristics of the entity.

2.1.3 Trust opinions

Trust opinions are logical statements that express specific characteristics or behaviours of an
element (i.e., a device). The main purpose of a trust opinion is to assess the trustworthiness of a
particular element required for forming trust. Trust opinions are categorized into two distinct types:

e Atomic trust opinions: These are foundational statements whose veracity is directly assessed
from one element (device). The assessment of atomic trust opinions is grounded in evidence,
which may originate from one or multiple trust properties (see Section 3.2).
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e Composite trust opinions: Composite opinions are more complex, being constructed from
multiple atomic trust opinions originating from different trust entities (devices within the
network). They represent an aggregation of simpler statements, and their trustworthiness is
derived from the combined assessment of these underlying atomic opinions. As such,
composite opinions offer a more multi-perspective on the properties being assessed,
reflecting the connection of interrelated trust elements. These opinions may be originated
from several trust elements, creating an even more complex (and accurate) network of trust.

2.1.4 Trust relationships and network

A trust relationship is a directional link between two entities, identified as the trustor and the trustee,
with respect to a specific property or set of attributes. More specifically:

e The trustor is the entity that extends trust. It is the assessing entity, evaluating and placing
trust in another entity. The trustor is an entity capable of making trust assessments, typically
characterized by its decision-making and judgment capabilities.

e The trustee is the recipient of trust. The trustee is evaluated based on its trustworthiness in
relation to the specific attributes or tasks for which trust is being extended.

This conceptualization indicates that trust relationships are always contextual and related to
particular properties or attributes of each element. The trustor assesses the trustee based on specific
criteria, which could include reliability, capability, integrity, or other relevant characteristics in a
given scenario. The trust relationship is thus not just a belief or sentiment but a directed, evaluative
link between an assessing entity and the entity being assessed. Therefore, there are several types of
trust relationships that create trust networks, such as direct and referral.

A trust network 1s a complex graph where various trust entities are interconnected through trust
relationships. In this network, entities have the ability to change roles dynamically. For instance, an
entity serving as a trustor in one interaction might act as a trustee in another. For example, in the
following Figure 1, the node A plays the role of the trustor in the relationship A — C, while it plays
the role of the trustee in the relationship B — A. This dynamic role-switching provides a multi-
dimensional perspective on the network’s trust dynamics. As can be seen in this figure as well, trust
can be established either through direct observation of the trustee by the trustor (for example, 4
directly observes C) or via an indirect, referral-based relationship where the trustor has a connection
with an intermediary node that directly observes the trustee. To clarify, consider B as the trustor and
D as the trustee. B lacks direct observation of D; however, B 1s connected to C, who has a direct
relationship with D, creating a referral trust pathway.
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(D)

Figure 1: Indicative trust network

2.1.5 Trust modelling

As illustrated in the previous figure (Figure 1), the trust model employs a graph-based framework,
including all necessary components and data for executing a specific function. For example, in a
railway system’s safety-critical function of the previous example, let the node B to be the automatic
train protection system that might interact with a rail-side unit (node 4) responsible for transmitting
information. Node C, the train’s internal gateway, collects data from onboard sensors D and E,
acting as an intermediary between the automatic train protection system and these sensors. It’s
important to mention that node B has the potential to connect directly with node E, bypassing the
gateway. In this context, the trust opinions eventually pertain to the trustworthiness of these sensors
(£ and D).

In this model, components are responsible for creating, transmitting, processing, relaying, and
receiving data, which then serves as input for various functions. Within this trust model, vertices
symbolize entities known as trust objects, and edges represent the trust relationships between pairs
of trust objects. The model also integrates a list of trust properties responsible for forming and
quantifying these relationships. A characteristic feature of this model is the directional nature of
trust, which is always associated with specific properties. As a result, multiple trust relationships
may coexist between the same pair of trust objects, varying based on several properties or the context
of the relationship.

Moreover, trust opinions are linked to specific data or node trustworthy status and properties. Thus,
we differentiate two types of direct trust relationships: data-centric and device-centric. In a data-
centric trust relationship, the trustor’s opinion is about a particular data piece, whereas in a device-
centric trust relationship, it concerns the attributes of a specific device. A thorough analysis of the
data and device propertics that are considered in the trust model is presented in Section 3.2,

More specifically:

e Functional trust, commonly referred to as direct trust, is characterized by a direct and
unmediated trust relationship, where the trustor possesses firsthand knowledge or experience
of the trustee, leading to a trust that 1s grounded in direct observations and interactions. For
example, 4 directly observes C in Figure 1.
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e Referral trust is determined in a referral trust context, which features an indirect trust
relationship. In this scenario, the trustor lacks a direct link with the trustee and instead
depends on intermediary nodes that have direct knowledge of the trustee. For instance, in
Figure 1, node B cannot observe directly node D, but only through node C. Trust, in this
case, is established based on the trustor’s confidence in the reliability and accuracy of these
intermediaries judgments and observations. This is very common in the case where gateways
are responsible for connecting to underlying devices in the network.

e Data-centric trust is evaluated in a context where the focus is on data. Here, the trustor
evaluates the trustworthiness of exchanged data and acts as the trustee. This type of trust
emphasizes the trustor’s dependence on the data’s integrity and reliability.

e Device-centric trust, on the other hand, is evaluated based on inherited device characteristics
that cannot be changed and affected by other factors.

2.1.6 Quantification

In essence, trust is the subjective belief or confidence that a trustor (the trusting party) places in a
trustee (the trusted party), while trustworthiness represents the objective attributes of the trustee that
declares this belief. Trustworthiness can be broadly viewed as an evaluation of the trustee’s
capability to fulfil a specific task within a trust relationship. It is essentially the probability of the
trustee meeting the trustor’s expectations in a given scenario. These expectations may pertain to
various aspects, such as the accuracy of data. Additionally, expectations might involve the trustee’s
behaviour, particularly in scenarios where the trustee is a node, focusing on the functionality of that
node.

To effectively link trustworthiness with the anticipated behaviour, especially when it comes to data
sources, it is crucial to recognize that trustworthiness in data doesn’t inherently guarantee consistent
behaviour. Different trustors may have varying criteria for interpreting trustworthiness into expected
behaviour. This bridging can be achieved through decision-making strategies, like implementing
rules or policies that infer expected behaviours based on data collected from various sources. For
instance, a specific device in the previous example may be believed trustworthy if it meets certain
security expectations, like securing that the data coming from the on-board train sensors are reliable
and trustworthy.

2.2 Current state-of-the-art

This section is focused on the analysis of the current state of the art in the trust modelling domain.
There are several approaches and frameworks that have been proposed to calculate trust, mainly in
the IoT domain, which has characteristics similar to the SoS concept. Most of them follow diverse
architectures due to the multidimensional nature of trust. It is evident that trust is not a one-size-fits-
all concept since it varies greatly depending on the entities involved and their dependencies.

As in the case of SoS, in the dynamic and heterogeneous environment of loT, understanding the
true intentions of devices is crucial to ensure the security posture of the overall network. Keien [12]
research focuses on analysing and identifying various aspects of trust as they relate to software,
hardware, devices, and services. The focus is on human trust for a variety of [oT elements, including
the trustworthiness of devices. This aspect is particularly important as it addresses a core question
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of whether humans and devices can rely on others that constitute an integral part of the IoT
ecosystem. The author proposed a subjective logic system for modelling trust interactions,
considering properties like transitivity, integrity, and benevolence. Kurdi et al. [13] introduce a
lightweight trust management algorithm also based on Subjective Logic. The paper addresses the
challenge of establishing trust among multiple service providers by enhancing security and
reliability in complex cloud computing environments. It is a common practice that cloud service
providers collaborate and exchange resources and services amongst themselves in the event of
resource shortage. Therefore, during such shortages, a service may be transferred to another
provider, which is very efficient, but it raises several security concerns: if the provider is unreliable,
this will cause substantial response delays or even non-responsiveness, which can directly impact
the quality of service. To mitigate this risk, the authors proposed a trust management framework to
evaluate the reliability of the providers, where the decisions regarding the redirection of requests
are taken based on this assessment. This process involves the generation of subjective trust opinions,
which are derived from a system rooted in both reputation metrics and service level agreements.
Similar to this, Selvaraj and Sundararajan, S. [14] proposed a dynamic evidence-based trust model
to ascertain the trustworthiness of services in cloud environments. The model uses fuzzy logic to
derive trust values, improving the reliability of services in the cloud by dynamically adjusting trust
assessments based on evidence, thereby enhancing the adaptability and accuracy of trust
evaluations. Sanjay and Guru [15] discuss formulating trust relationships and scoring the reputation
of parties or entities. Their approach employs subjective trust measurement to analyse trust between
parties and offers insights into evaluating trust on networks, especially relevant in the context of
federated clouds, which is crucial for maintaining service level agreements and ensuring reliable
inter-cloud interactions. Jalal et al. [16] propose a subjective logic-based trust model specifically for
fog computing. It aims to detect rogue fog nodes to prevent processing [oT user requests at these
nodes, offering a novel application of subjective logic in trust models. It enhances the security and
integrity of fog computing networks by identifying and mitigating the risks posed by malicious or
compromised fog nodes, thereby protecting loT user requests. Gao et al. [17] introduce a new trust
model to address trust issues arising from the openness, dynamics, anonymity, and uncertainty of
systems. It enhances subjective logic with a new trust quantification formula, incorporating
negative-event and time effects, and offers a fresh perspective on evaluating trust relationships
between peers. It offers a more comprehensive approach to evaluating trust relationships in open,
dynamic, and uncertain systems, which is crucial for establishing reliable peer-to-peer interactions
in various contexts. Fortino et al. [18] defined a “Cloud-of-things™ concept by virtualizing physical
devices in the cloud and integrating them with software agents for responsibility management. Their
algorithm, which considers mutual trust, effectively handles untrusted agents and computational
overhead.

In a different study [19], the concept of trust evaluation is applied to continuous authorization in
IoT systems. This research adopts the zero-trust model. As a result, each action must be initially
authorized and then consistently revalidated. The procedure involves assessing the trust level of a
device before granting it access to any resource. This assessment incorporates data from various
sources, which is then analysed using methods derived from subjective logic. The resulting frust
score determines if an entity is permitted to access certain resources. Another research in the IoT
field [20], particularly in crowd-sensing scenarios, examines how reliable the data provided by
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sensor nodes is. In these ToT networks, the reliability of nodes is often uncertain, necessitating the
evaluation of the trustworthiness of their data. This data quality is then used to gauge the reliability
of conclusions drawn from it, employing subjective logic to express the level of trust. These trust
levels are considered in making decisions based on the outputs of the processing node. Ali et al. [21]
developed a trust scheme for Wireless Sensor Networks, focusing on data aggregation with a
distribution cluster-based routing algorithm to mitigate trust manipulation. Mendoza et al. [22]
proposed an IoT trust management framework with mechanisms for direct interactions and indirect
observations, like trust table exchanges. The trustworthiness of each node is calculated by evaluating
the quality of service it provides and the endorsements it receives from neighbouring nodes. This
trust evaluation is conducted locally by each node for its neighbours, eliminating the need for a
centralized authority. Pal et al. [23] focused on access control in IoT, proposing a trust management
framework that considers direct, recommended, and derived trust. The novelty of this scheme lies
in its direct integration with attribute-based identity systems. This allows for the distinct and
concrete identification of entities, enabling their evaluation using specific trust assessment criteria.
Bernabe et al. [24] introduced a trust-aware access control mechanism using fuzzy logic based on
historical trust evidence and, more specifically, quality of service, reputation, security aspects and
social relationships. Bica et al. [25] proposed a multi-layer security framework for trust evaluation
in IoT based on reputation scores, while Ruan et al. [26] developed a trust management framework
based on measurement theory, considering interactions between various IoT entities and employing
reputation to calculate trust levels. Sharma et al. [27] presented a generic trust management
framework for loT that considers both qualitative and quantitative parameters. Bahutair et al. [28]
developed an adaptive trust model for IoT services, using an algorithm to quantify trust factors
through four stages of per-indicator assessment and trustworthiness prediction. Various attributes
have been considered as trust factors, for instance, in computing services, attributes like processing
power and memory capacity, while for sensors, crucial factors include their mobility, efficiency,
and the speed of communication.

Moreover, Battah et al. [29] proposed a general trust framework for IoT using reputation systems
and blockchain technology, implementing smart contracts for decentralized trust scoring storage.
This enables devices within the network to access ledger-stored data regarding the trustworthiness
ratings of their neighbouring devices. Feraris et al. [30] moved forward with a framework to support
designers and developers in considering trust in IoT, focusing on privacy and identity requirements,
such as anonymity, pseudonymity, unlikability, confidentiality, and others. Dwarakanath et al. [31]
proposed a trust-based approach for distributed event processing in IoT, leveraging trust based on
past interactions and user recommendations. The innovation lies in evaluating the system’s
resilience against adversarial impacts, considering factors such as historical exchanges of
recommendation messages and employing a similarity-based method to ascertain the reliability of
received recommendations. Hussain et al. [32] proposed a context-aware trust evaluation model for
IoT, emphasizing the importance of trust and reputation in all types of 10T interactions. A context
determines the specific role or function of a device within a network. This means that if the node
attempts to access any type of information beyond its designated purpose, it is considered to have
violated its exclusive function, and consequently, its reputation score. Ursino et al. [33] explored
trust and reputation in multiple loT scenarios, suggesting that the diversity of IoT entities requires
different trust models. Lastly, Bao and Chen [34] focus on addressing the security and reliability
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challenges posed by the integration of numerous devices in heterogeneous network environments.
Their study underscores the importance of trust management in IoT, particularly in the context of
service composition and in ensuring the security and reliability of interconnected devices in diverse
network environments. The authors propose a scalable frust management protocol for IoT,
emphasizing the role of social relationships. The paper demonstrates that trust-based service
composition in IoT environments significantly outperforms non-trust-based (random) service
composition. Overall, the paper emphasizes the importance of trust management in IoT, particularly
in the context of service composition and in ensuring the security and reliability of interconnected
devices in diverse network environments.

Summarizing the previous state-of-the-art analysis, the following table presents the key
contributions in each field:

Domain Author Key Contributions

Kurdi et al, [13] Lightweight trust management algorithm based
’ on Subjective Logic

Selvaraj and Dynamic evidence-based trust model using fuzzy
Tt Sundararajan, S. [14] logic
management in | Sanjay and Guru [15] Subjective trust measurement for evaluating trust
cloud - Jalal et al. [16] Subjective logic-based model to detect rogue fog
computing nodes
Gao etal, [17] Enhal?ces . subjective logic with new trust
quantification formula
Fortino et al. [18] Virtualizing physical devices in the cloud
Kaien [12] Subjective logic system for modelling trust
Mendozaetal. [22] Trus-t n‘mnagement V.Vith mechanisms for direct
and indirect observations
Bica et al, [25] Reputation s.corf:s-based security framework for
trust evaluation in loT
Ruan et al. [26] Trust management using reputation scores
Considers both qualitative and quantitative
Trust Sharma et al. [27] parameters for trust management framework in
management in loT
IoT domain Adaptive trust model, quantifies trust factors

Bahutair et al. [28 T b
ahutair et al. [28] through per-indicator assessment

Reputation  systems and  blockchain  for

Battah et al. [29 . i
attah et al. [29] decentralized trust scoring

Feraris et al. [30] Trust in IoT focusing on privacy
Dwarakanath et al. [31] | Trust based on POL

Context-aware trust model for loT, evaluates trust
and reputation in various contexts

Hussain et al. [34]
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) Different trust and reputation models for diverse
Ursino ct al. [33] .
IoT entities
Scalable rotocol emphasizin social
Bao and Chen [34] e F P -
relationships
Trust Sohail et al, [20] Reliability_ of data in crowd-sensing. Evaluates
management trustworthiness of sensor node data
for Wireless
P Ali et al. [21] Data? aggregation with distribution cluster-based
Networks routing
s Berusbeetal, [24] Trgsbawarg mechanism based on historical trust
evidence using fuzzy logic
Management Trust management framework integrated with
for Access Pal et al. [23] o tg £
control in IoT dentity systems
Dimitrakos et al. [19] Zero-trust model for continuous authorization

This analysis clearly indicates the need to establish a concrete methodology that is able to combine
trust properties collected from several sources. This methodology should consider various aspects,
starting from the evaluation model to the quantification and the overall management and
enforcement of trust within the network. Hence, the following subchapters present a review of the
existing models in each of the dimensions that need to be considered.

Trust evaluation Policy-based Trust Evaluation Models (see §2.3.1)
models

Reputation-based trust models (see §2.3.2)
Knowledge-based trust models (see §2.3.3)

Other models (see §2.3.4)
Trust quantification Probabilistic logic (see §2.4.1)
techniques and Bayesian probabilistic logic (see §2.4.2)

decision-logics Fuzzy logic (see §2.4.3)

Belief theory and subjective logic (see §2.4.5)

Machine-learning based models (see §2.4.5)

2.3 Trust evaluation models

Trust evaluation models are designed to assess the reliability and trustworthiness of different entities
within a network. They employ a range of methods to measure trust, including past behaviour,
evaluating reputation through feedback or ratings, and assessing compliance with established
policies or rules. Trust evaluation models can be dynamic, adapting their assessments based on
ongoing interactions and behaviours, or static, relying on predefined criteria.
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2.3.1 Policy-based trust models

Policy-based trust evaluation models provide a structured approach for assessing trust in various
contexts, where the trustworthiness of a device is assessed against predefined policies or rules. These
policies may include various criteria, from compliance with security standards and protocols to
adherence to specific behavioural profiles. An important feature that makes these models suitable
in many different settings is their dynamic nature: the trust level associated with an entity can be
adjusted in real-time, reflecting ongoing compliance (or violation) of policies (i.e., based on the
criticality of the service that the device should execute the policy can adapt the required level of
trust). Also, the policies are context-sensitive, allowing for significant variation depending on the
specific environment in which the devices are deployed and operated. For example, the level of trust
can be readjusted if the device is placed in a more critical environment and its malfunction may
cause significant harm.

Refsdal [35] proposes a UML-based method for modelling and analysing trust, identifying risks and
opportunities, and developing trust policies to optimize decisions in dynamic, open, and distributed
systems. To formulate these policies, security administrators can use several tools. Drools [36] is
one such tool, which is an open-source business rule management system with a forward-chaining,
inference-based rules engine. While Drools is not exclusively a policy-based trust evaluation model,
it can effectively implement such models. Its core functionality lies in defining, managing, and
processing complex business rules and decision logic, which makes it well-suited for scenarios
where dynamic rules or policies govern decision-making. For example, an organization could use
Drools to automate the process of evaluating device compliance with its trust policies, such as
verifying if systems use a specific version of an operating system or are older than a certain
benchmark. Therefore, trust evaluation using such models could be automated, enhancing decision-
making efficiency and making them particularly valuable in industrial and loT environments, where
strict adherence to security policies is timely and crucial, and human intervention is minimal.

2.3.2 Reputation-based trust models

Reputation-based models evaluate trust based on a combination of feedback, experiences, and
ratings provided by other entities within a network. These models are commonly used in IoT
scenarios and peer-to-peer networks. They aggregate multiple sources of trust information gathered
by several entities, reflecting the network's collective assessment of an entity's trustworthiness. A
significant advantage of reputation-based trust models is their reliability and resistance to false
feedback, as the trust opinion is collected from diverse sources over time. This approach ensures
that even if a malicious device behaves normally towards a specific device or only during certain
periods, its overall historical behaviour can be detected by collecting its overall footprint.

However, there are several challenges to consider, such as handling the subjectivity of opinions and
the possibility of bias. Despite these challenges, reputation-based trust models offer numerous
advantages, mainly due to their dynamic nature. An entity’s reputation is not static but evolves with
each new interaction or piece of feedback, meaning that trust assessments are continuously updated
to provide a current view of an entity’s trustworthiness. Additionally, these models rely on the
collective input and judgment of a large number of devices, making them robust against centralized
failures and capable of handling large-scale interactions. Another critical aspect is context-
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dependence, as the factors influencing reputation can vary greatly across different platforms or
environments. For example, the criteria for assessing a device’s reputation in an industrial setting
may differ significantly from those used in a smart city environment.

Tajeddine et al. [37] proposed reputation-based trust model for distributed systems effectively
incorporates reputation values, direct experiences, trust in host credibility, information decay, and
cooperation among host systems. Gong et al. [38] combine reputation and credential, significantly
improving the accuracy of trust value computation in situations with little transaction history
between peers.

2.3.3 Knowledge-based trust models

Knowledge-based trust models focus on acquiring and analysing knowledge and evidence about an
entity’s properties (or behaviour) to determine its trustworthiness. Unlike reputation-based models,
which rely heavily on subjective feedback or opinions from other peers in the network, knowledge-
based models are objective since they perform evidence-driven assessments. More specifically, trust
evaluations are grounded in concrete properties, evidence or historical data regarding the entity’s
past actions, performance, or inherent characteristics (e.g., length of keys used in communication).
Therefore, these models are particularly effective in environments where direct verification and
factual proof of trustworthiness are paramount, such as in security-sensitive environments. This
reliance on direct experience and observation not only provides these models with a degree of
control but also protects them from the external biases that often influence reputation-based systems,
as described above. The objective nature of knowledge-based trust models is one of their core
strengths, allowing trust to be established on verifiable and measurable facts rather than perceptions
and beliefs. As in the case of the previous models, knowledge-based trust models are also dynamic,
as the trust levels can be continuously updated as new information or evidence is received. This
ensures that trust assessments remain relevant and accurate over time. They are also context-
specific, tailoring trust evaluations to the particular context based on the available evidence.

Often employed in automated systems, these models make trust decisions based on predefined
criteria or measurable attributes, making them a critical component in systems requiring automated,
reliable trust assessment. Knowledge-based trust models provide a robust, evidence-driven
framework for establishing and managing trust in various applications, from secure communications
and system reliability assessments to data integrity verification. Soto et al. [39] proposed a multi-
agent architecture and trust model to foster knowledge reuse in communities of practices, with
artificial agents using the model to recommend the most trustworthy knowledge to members.
Marshall et al. [40] introduced a dynamic model of trust development and knowledge sharing that
explains how trust relationships are formed, developed, and dissolved based on levels of trust and
knowledge sharing between partners.

2.3.4 Other trust models

Beyond the above-mentioned trust evaluation models, several other approaches have been proposed,
each tailored to specific contexts and requirements. Behaviour-based trust models, for instance,
focus on assessing trust through an entity’s observable actions and interactions with other entities
over time, making them ideal in settings where past behaviour is indicative of future actions. In
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contrast, certification-based trust models derive trust from certifications or accreditations issued by
authoritative bodies during the design of the device, as in the case of medical devices. Role-based
trust models assign trust levels according to the roles or positions entities hold within a system or
organization. This approach is common in hierarchical structures where certain roles are inherently
trusted more due to their responsibilities. On the other hand, context-based trust models consider
the specific situation or environment to evaluate trust, recognizing that trust levels may change
depending on the context. Each of these models offers a different perspective through which trust
can be evaluated and managed while they can be efficiently combined to serve different needs.

2.4 Trust quantification techniques and decision-logics

Trust quantification techniques and decision logics transform qualitative trust assessments into
quantitative metrics using several methods, such as statistical analysis, probabilistic and fuzzy logic.
Ries et al. [41] presented a new model for evaluating propositional logic terms under uncertainty,
which aligns with standard probabilistic approaches and subjective logic. Their paper introduces a
novel approach to assessing the trustworthiness of complex systems, emphasizing the integration of
probabilistic logic with traditional trust evaluation methods. Kumar [42] focuses on advancing
probabilistic logic programming by combining probability theory with logic programming. The
study introduces a context-specific likelihood weighting and the extension to support discrete and
continuous random variables is a significant advancement, especially for applications dealing with
numeric data. The paper of Aldini et al. [43] demonstrates how classical modal languages can be
used to define a logical framework for building and analysing context-aware trust relations based
on evidence. It offers a novel approach to understanding and managing trust in various contexts,
emphasizing the importance of evidence in forming trust relationships. Nafi et al. [44] extend the
Certain Trust Model, focusing on its representational aspect using both probabilistic and fuzzy logic.
The proposed model is applicable in areas like cloud computing, aiming to ensure the
trustworthiness of these platforms, thus addressing the critical need for trust in service-oriented
systems. Yuan et al. [45] introduce a framework that integrates Deep Neural Network Sequential
Recommendation models with logical reasoning called Sequential Recommendation with
Probabilistic Logical Reasoning. Their work enhances recommendation systems by applying
probabilistic logic, addressing the challenges of combining deep learning with logical reasoning in
a sequential recommendation context. The following subchapters provides an analysis of the most
commonly used decision logics in the domain.

2.4.1 Probabilistic Logic

Probabilistic logic [46], merging probability theory and logical reasoning, is a branch of logic
designed to handle the uncertainties found in logical expressions. This logic extends beyond the
binary boundaries of traditional logic, where statements are classified as true or false (1 or 0), to
accommodate better real-world scenarios where such absolute certainty is almost impossible. By
assigning probabilities to logical statements, probabilistic logic quantifies belief or confidence
levels required in the form of trust opinion, offering a more concrete approach to understanding and
reasoning. To this end, central to probabilistic logic is its ability to handle ambiguity and (possible)
incomplete information. It does so by blending the probabilistic mathematical framework with the
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structure of formal logic, thereby enabling logical propositions to be evaluated in terms of
probabilities rather than absolute truths. This integration is particularly useful in the field of trust
modelling. Fierens et al. [47] present efficient algorithms for inference and learning in probabilistic
logic programs, addressing classical tasks like marginal computation and learning from
interpretations in the machine learning domain.

2.4.2 Bayesian Logic

Another dimension of probabilistic logic is the use of Bayesian methods [48]. Central to Bayesian
probability is Bayes theorem, which allows to continually update the probability of a hypothesis as
more evidence becomes available. It integrates prior knowledge or experience (prior probability)
with new, incoming data to revise and update beliefs (posterior probability). This aspect underscores
the dynamic nature of reasoning in probabilistic logic, adapting and evolving with additional data,
which makes it suitable for the trust modelling domain as the perception of trust is not a static
property. Jin et al. [49] propose an uncertain trust model that combines cloud and Bayesian networks
for context-aware trust evaluation and dynamic updates in online services. The interplay between
Bayesian probability and trust modelling is particularly important in reputation-based trust models
(see 2.3.2), where Bayesian methods are useful in dynamically updating trust assessments based on
new evidence received from other peers. This gathered information triggers the recalculation of the
trust level assigned to an entity. This process ensures trust assessments remain dynamic and reflect
the most current incoming trust data.

Moreover, Bayesian probability facilitates the incorporation of prior knowledge into trust
evaluations. This feature is especially useful when dealing with newly encountered devices with
limited behavioural and historical data. This is a critical issue that characterises highly dynamic
networks and is related to onboarding new devices in the domains (called “cold-start issue”). In such
scenarios that are characterized by uncertainty, Bayesian approaches can effectively manage these
aspects and quantify the initial value of trust based on a probabilistic measure. Another key aspect
of Bayesian probability in trust modelling is its capacity for eliminating biases and subjectivity in
trust opinions. Trust assessments can be tailored based on individual user preferences and past
experiences, acknowledging that different users may interpret and weigh evidence differently. This
personalization leads to trust scores that are more closely aligned with individual perspectives and
histories.

2.4.3 Fuzzy Logic

Fuzzy logic is a form of many-valued logic that deals with approximate rather than fixed and exact
reasoning. This approach is particularly useful in dealing with problems that are too complex for a
binary logic due to inherent ambiguities and uncertainties. Unlike conventional logic, where
variables are true or false, fuzzy logic works on a range of truth values ranging between 0 and 1.
For instance, consider the temperature of a room. Instead of defining a specific cutoff point where
a room becomes “hot”, fuzzy logic can represent the temperature as partly belonging to multiple
categories. A room at 22°C might be considered 0.4 warm and 0.6 hot, acknowledging that the
perception of temperature can be subjective and varies between individuals. This allows for a more
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relaxed understanding of properties, making it well-suited for trust modelling, where trust opinions
may be vague and other imprecise information may be considered to quantify trustworthiness.

Trust modelling, inherently subjective and context-dependent, benefits from fuzzy logic’s ability to
include degrees of trust rather than a fixed binary classification. It allows trust models to reflect the
dynamic nature of trust, accommodating the variability in perceptions and expectations among
different systems. Fuzzy logic has been widely applied in trust modelling across various domains,
providing a framework for handling the uncertainties and ambiguities inherent in trust assessments.
Prabha and Latha [50] presented a fuzzy logic-based multi-attribute trust model that effectively
detects malicious nodes in wireless sensor networks, outperforming weighted summation-based
multi-attribute trust evaluation. Also, Liao et al. [51] introduced a fuzzy logic-based trust model in
grid environments that improves security by enabling direct trust, derivation and combination of
trust, and removing malicious recommendations. Another application in smart grid networks
involves using a fuzzy logic-based trust model to identify untrustworthy nodes [52].

2.4.4 Belief theory and subjective logic

Belief theory, also known as evidence theory or Dempster-Shafer theory [53], is a robust
methodology for reasoning under uncertainty. It is linked to several other theoretical approaches,
including probability, possibility, and imprecise probability theories. This theory stands out for its
ability to incorporate and manage varying degrees of knowledge and uncertainty, distinguishing it
from classical probability. In the context of trust computational models, belief theory is important
in evaluating the trustworthiness of devices within dynamic loT networks. It does this by
quantifying trust in terms of belief, disbelief, and uncertainty regarding one element’s reliability
towards other elements. This approach allows for a more flexible assessment of trust,
accommodating the complex and often dynamic nature of trust relationships. By leveraging belief
theory, the trust evaluation models can effectively address the challenges of decision-making in
environments where information is incomplete or ambiguous, ensuring more reliable and informed
trust evaluations.

Subjective logic [54] 1s another branch of probabilistic logic in combination with belief theory,
which is specifically tailored to handle subjective beliefs influenced by uncertainty and a lack of
complete evidence. This form of logic extends beyond the fixed models of conventional
probabilistic methods by incorporating subjective probabilities to represent beliefs. Again, this
approach is especially pertinent in scenarios where information is incomplete or the reliability of
trust opinion and of the gathered information is in question.

In the trust modelling domain, the role of subjective logic is very powerful in assessing and
quantifying trust. One of the most important features of subjective logic is that not only considers
the incoming evidence but also evaluates the degrees of belief, disbelief, and the inherent uncertainty
associated with each entity being assessed. This is crucial in trust modelling, where trust is not a
static metric but a dynamic one. Hence, subjective logic can facilitate the combination and updating
of beliefs, adapting trust assessments as new evidence becomes available. Lifen [55] presents a trust
model based on subjective logic and collaborative filtering, which effectively derivates and
transitively trusts in e-commerce and online environments. Haydar [56] proposed global trust model
based on subjective logic outperforms the existing local trust model in a question-answering social
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network, due to its precise interpretation of trust context and ability to satisfy new users. Moreover,
subjective logic is useful in decision-making processes within trust-based systems, particularly
when navigating through incomplete information. It enables the evaluation of the reliability of
information sources, ensuring that decisions are made on a more informed and sound basis.

2.4.5 Machine learning-based models

Machine learning has penetrated every aspect of our daily lives, including the trust modelling
domain. It provides advanced models for assessing and predicting trust in various contexts. These
models primarily focus on predicting factors that influence interactions and decisions, as well as
identifying patterns of normal behaviour in a device or a cluster of devices. Identifying deviations
in such patterns is a strong indication of abnormality.

Recent research in this domain includes studies like the one conducted by Jayasinghe et al. [57]
They developed an intelligent trust computation model capable of generating accurate and intuitive
trust values for potential actors. Their model quantifies individual trust attributes numerically and
introduces a novel algorithm, rooted in machine learning principles, to classify and integrate these
trust features. This results in a comprehensive trust value that enhances decision-making,
particularly in the context of IoT services and cyber-physical systems. Similarly, Ma et al. [58]
introduced a machine learning-empowered trust evaluation method for [oT devices. This approach
aggregates trust properties, such as network quality of service, and quantifies trust as continuous
numerical values. This method effectively indicates the trust status of a device, thereby facilitating
more informed decision-making.

2.5 Potential research directions

As analysed in this chapter, several research studies and approaches in the field focus on deriving
trust, primarily concentrating on trust calculation within the IoT and cloud domains. These studies
mostly explore how observations from other network entities contribute to trust calculation using a
reputation-based approach. Most of the contributions in trust management focus on innovative
methods such as the Subjective Logic and the use of reputation scores, and blockchain for
decentralized trust management and recording. However, there is an evident need for designing a
holistic approach and methodology capable of capturing various trust properties, including those
inherent to the device and opinions from other devices in the same network. Current methods often
overlook the actual security status of devices and their direct assessment, relying mostly on
observations from others. Therefore, it is essential to study the types of trust properties that can be
captured and how this information can be retrieved from the device in a trustworthy way. Also, it is
necessary to consolidate opinions from multiple sources and quantify the trust score in a
consolidated yet device-understandable manner. This will enable devices to rely on each other’s
data based on evidence-based trust relationships without any arbitrary assumptions about their state.
The question remains: How can this information be modelled based on specific criteria, and how
can the relationship between devices affect this trust scoring? Another important consideration is
the prioritization of devices and processes based on their role in the overall setting, particularly
when executing highly critical functions, and how this impacts overall trust quantification. The next
chapter will focus on a reference trust modelling methodology that addresses these needs, presenting
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a thorough analysis of potentially considerable trust properties and trust provisioning methods to
secure such information.
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Trust modelling methodology and trust properties

This chapter elaborates on the trust modelling methodology along with the identification of the
required trust properties. These properties are necessary for quantifying the trustworthiness level of
a system. Additionally, the chapter provides insights into trust provisioning methods and
management methodologies, concluding with an overview of the trust management architectures.

3.1 Trust modelling methodology

This subchapter outlines the trust modelling methodology with a detailed definition and description
of the steps to be followed. Also, it presents a flow-diagram of the derived methodology.

a) Definition of trust objectives and their context: The first step of trust modelling involves
the definition of the trust objectives within the system, meaning the context in which trust
should be applied (i.e., the systems, the network and the topology as well as the specific
needs and the criticality of the systems). This includes the definition of the system’s
properties that contribute to its trustworthy state, depending on its placement, role and
criticality within the overall setting (or SoS), such as the reliability or the integrity of specific
systems. For instance, in the railway example presented before, the integrity of the data
transmitted by the on-board sensors to the braking system is vital for the safety of the train
and its passengers, in contrast with other auxiliary and secondary systems that are less
critical. At this stage, it is essential to clarify those trust properties as well as other factors
that can affect the trust level of the system at this step. Again, in the case of railways, specific
legislation and regulatory requirements, such as IEC 62443 [59], which provides a
framework to address and mitigate security vulnerabilities in industrial control systems,
should be respected throughout the entire life cycle of the systems and during railway
operation. Therefore, during this phase, the specific requirements are extracted based on the
standards and the legislation forming the specific security and trust requirements. The
following subchapter elaborates on the possible trust properties that could be considered for
assessing the trust in the domain (see 3.2). However, it should be noted that not all the
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b)

properties equally affect the system's trustworthiness as it depends on several factors (e.g.,
an outdated version of the cryptographic protocol heavily affects the communication
between the devices, while other factors may not). Additionally, the system’s required levels
of trustworthiness depend on the criticality of this specific system and the running service
and function within it. For instance, a sensor that controls the breaks in the railway is more
vital than a humidity sensor that controls the air conditioning units in the passenger area,
indicating that the former holds a higher (more critical) position in the trust hierarchy. Also,
the process of transmitting information from this sensor to the automatic driving systems is
highly critical, where the integrity of the transmitted information is of paramount
importance. Similarly, when a firmware update is transmitted to a critical component, the
overall process should be secured both from the communication standpoint (secure and
authenticated communication channel) as well as the integrity of the process itself. In
summary, the first step includes the overall purpose of the trust model and its connection to
the specific system to be assessed as well as the specific aspects to be measured and
managed.

Identification of Trust Entities: The second step is related to the identification of the trust
entities involved in a particular system or in the interconnection between systems (in the
case of SoS). This includes identifying all critical parts, such as devices, networks,
applications, systems, sensors, and network equipment. This step is connected to the threat
analysis, which is crucial for examining all deployed components, their characteristics, and
running services on them. With this knowledge, identifying potential threats to these services
is important, often by comparing system vulnerabilities with existing databases (e.g., CVE).
This examination should also consider the specific characteristics and capabilities of each
device and system (i.e., processing power and capabilities as well as available network
interfaces). For example, a system that exposes wireless network interfaces should be treated
in a totally different manner in contrast with another one that is equipped with physical
(wired) ports. This means that, in the second case, we assume that the malicious actor is on
site and his physical presence is required. Additionally, the processing unit is important and
the hardware capabilities since the differentiate the types of the attacks to be considered
(e.g., in a more powerful system advanced attacks should be considered that can be exploited
in the level of the operating system). This step also involves constructing the Bill of
Materials and Asset Inventory, which are critical for industrial systems, providing security
administrators with a holistic view of the deployed devices, their applications, and services,
enabling effective maintenance.

Trust relationships within a system: This step is critical for identifying interrelations and
dependencies among a system’s components and its subsystems. To this end, it is essential
to understand how relationships are established between components and how risks and
particular threats can propagate (possibly hopping from one device to another). This is
important in interconnected infrastructures where threats should be considered not only on
the device level but also in the context of devices connected to each other. For example,
imagine that device A cannot directly observe device C but only through device B. This
means device A must trust device B before assessing the trustworthiness of information
received from node C. This also pertains to the threats and risks associated within device B.
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If device B 1s vulnerable, the information it transmits from C to A could be incorrect, even
if the original information from C was accurate. This step also involves establishing a
hierarchy and categorizing services based on their criticality. In this context, factors such as
latency and downtime of specific services should also be considered, especially in highly
dynamic environments where the context and criticality of a device or service can change,
requiring that the trust model prioritize certain assessments due to their importance in the
overall setting.

Trust criteria and properties: Based on the previous examination of the trust relationship,
the specific trust criteria that should be determined. These criteria are the backbone of the
trust model, as they define the specific properties to be assessed during the system’s runtime
and when evaluating the trustworthiness of a component. As mentioned above, the selection
of these properties is closely related to the context and the scope of the trust model (Step a),
the nature of the component, meaning the specific characteristics (Step b) and, of course, the
relationship between the entities (Step c). The three-tier categorization of the trust properties
is outlined as follows:

i.  Knowledge: It includes firsthand observations of a specific entity, and involves both
data-centric aspects, such as those related to the behaviour of the device in the
network or the quality of the provided data, and device-centric, which pertain to
system integrity (e.g., the running operating system and services). Therefore, this
category is connected to the direct trust derivation, and includes aspects related to
compliance with standards and policies as well as other official certifications (from
recognized authorities and institutions).

ii.  Experience: This category is related to the historical behaviour and actions of the
entity, including aspects such as previous network behaviour, transaction history,
fulfilment of obligations, past interactions, respect of QoS criteria. This experience
is a combination of both direct and indirect trust aspects as the observations could be
collected by other trust entities or other modules in the system, such as an intrusion
detection system. In case of indirect trust, specific attention should be given to the
trust relationship between the trustor and the intermediary.

iii.  Reputation: This category pertains to the trust inferred from a device’s social
behaviour and the opinions and recommendations shared from other entities. This
allows the more holistic view and quantification of the device’s trustworthiness,
enabling reliance not just on specific direct assessments (occurred in a specific
timing). This is particularly useful in cases where a device exhibits abnormal
behaviour during specific timeframes (or only in interactions with certain devices),
deviating from its normal, benign behaviour.

Trust metrics: After identifying the critical properties of a specific element, which is
connected to the level of criticality for a particular function, the required trust level can be
defined. This is directly linked with the quantification of trust metrics. For instance, a
relatively low trust level may be adequate for a device’s low-critical functionality. On the
contrary, in a highly critical situation, the highest level of trust assurance is necessary. This
raises the question of how to quantify the level of trust. Such quantification should consider
all aspects as described in the previous step. As mentioned in subchapter 2.4, there are
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several metrics available for calculating and quantifying trust properties and the overall trust
score (level) within the context of a trust network. Quantitative criteria typically involve
calculating a trust score on a numerical scale, usually ranging from 1 to 100, to represent
trust levels. Qualitative criteria, on the other hand, assess whether the trust score falls above
or below a specified threshold, incorporating various logics. Beyond the sole calculation of
trust properties, there are two crucial aspects to consider. The first is the assignment of
weights to different trust factors. The second important aspect is the aggregation process.
This involves combining individual scores to form an overall trust rating, ensuring a
thorough evaluation of trustworthiness. Both weight assignment and score aggregation are
essential for a holistic understanding of the trust network.

i.  Weights: The process of assigning weights to various trust criteria should be linked
to the criticality of the component and its operational service, while also considering
the specific context of the device. Additionally, when it comes to indirect trust, such
as reputation-based scoring, assigning appropriate weights is crucial. This is because
trust opinions collected from others need careful evaluation and should not be
accepted as an as-is value.

1. Aggregation: To derive the overall trust level of a specific element in the trust
network, it is essential to combine individual trust metrics and scores. This integrated
approach ensures the holistic assessment of trustworthiness. For this purpose, a
generalised formula is given below:

T=(Wwg XKXC)+ (Wwg XEXC)+ (Wg XRXC)

o Tisthe Trust Score.

o wyare the weights for Knowledge (K), Experience (E), and Reputation (R),
respectively.

o K E and R represent the scores for Knowledge, Experience, and Reputation.

o  Cis the criticality score.

. 9000 0000 0000
Weighted factors g 1 o e if ; e 4 &/ o
s \, ¥ ¥ # \ 7 ;
Knowledge Knowledge Behaviour

pertrust groparty
.

Weighted factors b %
. A
Pl st dimension & e

Quantification

Lavel aof criticality i
per servie

Figure 2: Trust quantification
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Trust policies and implementation of the model: Apart from the quantification of the trust
level, formulating trust policies related to trust governance is crucial. This involves how trust
is established for each element, maintained, re-evaluated and revoked if required. Also,
technical measures should be put in place to support the trust model, such as the trust
provisioning (e.g., trust and monitoring agents to collect the necessary information as well
as the assessment logic). Especially in highly critical and complex settings, trust-related
decisions should be taken in real-time and be capable of capturing all changes and
modifications in the trust model. It is also crucial to continually update the trust model with
“fresh” information. Therefore, reassessment should be an iterative process throughout the
system’s entire lifecycle, considering changes in the trust network and the interdependencies
among various trust properties. Specific policies are needed to monitor the model’s correct
execution and the specific actions that need to be taken in case of potential malfunctions, as
indicated by a low trust score. This might include updating the system or rolling back to a
previous version, taking into account critical security factors like the service’s criticality and
the maximum expected downtime of the system. Additionally, during execution, other
aspects should also be considered, such as the cryptographic methods and communication
protocols in place to secure the exchange of information between trust elements (to ensure
confidentiality).

Monitor and update the model: The overall performance of the model should be
continuously monitored to ensure its accurate operation and effective assessment of trust.
This process involves more than just recalculating trust levels based on changes in the
environment and network topology. It also includes adjusting the trust criteria, metrics,
quantification formulas, and algorithms themselves. Such adjustments necessitate ongoing
testing and validation of the trust model. This ensures that it accurately reflects the trust
levels, based on predefined tests, and meets the defined objectives. These objectives can be
verified through simulations and actual use case testing.
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The diagram below illustrates the entire process and steps of the designed trust model:

Trust criteria and properties

Trust metrics

Trust policies and implementation

Monitor and update the model

Figure 3: High-level trust model

3.2 Trust properties

This subchapter delves into the specific trust properties that play a crucial role in the trust assessment
process. Recall that trust relationships describe the connection between a trustor and a trustee,
focusing on specific properties of interest, known as trust properties. These relationships are
assessed by measuring various trust factors, determining their assurance levels, and validating if
they meet predefined criteria. The evaluation of these criteria should be adaptable, depending on the
criticality of the service being executed. In high-criticality scenarios, where the consequences of
failure are severe, such as in automated braking systems, the required trust levels for involved
components must be exceptionally high. Conversely, in less critical situations, like those involving
auxiliary systems such as air conditioning, the trust requirements can be more relaxed. This
adaptability 1s also crucial in prioritizing the execution of trust assessments and the collection of
necessary trust properties.

The assessment process is typically executed by different devices (or central entities, depending on
the trust architecture). These entities rely on evidence provided by the trustee as sources of trust.
This evidence informs about the status of relevant properties. For instance, in the railway scenario
discussed in the previous chapter, the automated braking system depends on data from both onboard
sensors and trackside units, such as track vacancy detectors, for controlling signals and traffic
management. Therefore, it is evident that there is an increased need for integrity and high accuracy
of the data collected for decision-making about activating the braking system.
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Moreover, trust evaluations consider multiple factors and are always context-specific.
Consequently, different trust sources are chosen based on the required trust properties, forming an
atomic trust opinion. This opinion solely relies on evidence from trust sources without combining
various opinions (e.g., those coming from neighbouring devices). In the railway example, evidence
might include data from onboard sensors confirming their correct configuration and as-designed
operation, ensuring that data processing is uncompromised. This evidence may be provided by
specific agents and tracers deployed directly on these units. At this point, it is important to note that
hardware-based trusted computing components play a vital role in securely isolating the execution
of security-sensitive functions. This isolation is particularly crucial for the effective tracing of these
functions, ensuring that their operation remains secure and uncompromised.

Given the wide range of potential trust sources, which vary based on the nature of the device and
the properties of the trust relationship, a tentative list of trust sources is provided in the following
section. This list is not exhaustive but aims to illustrate possible sources, categorized into several
categories, capturing the different levels of trust. As mentioned earlier, it is also important to factor
in the service’s criticality when considering trust sources.

3.2.1 Knowledge-related trust properties

The knowledge-based trust properties are identified based on their capability to provide proof and
evidence of the system’s integrity. This includes elements such as the running operating system,
operating firmware, and running applications. Additionally, important aspects include the
communication technologies employed, such as the communication interfaces and the cryptographic
libraries used. These properties play a critical role in validating the reliability and robustness of the
system's core components, thereby preventing harm and ensuring its continued secure operation.
The table below provides a detailed description of some indicative properties:

Table 1: Knowledge-related trust properties

Manufacturer The manufacturer’s reputation is crucial when establishing trust
reputation between two entities, or within a trust network. More specifically, the
credibility and track record of the manufacturer in producing reliable
and secure devices are significant factors of trustworthiness. This is
a qualitative metric; however, it cannot solely provide assurances
about the trustworthiness of a device since the manufacturer’s
visibility is very limited when the device is deployed in the domain.
Still, it is an essential indication that the device is certified, and
supports security measures while it has been designed based on
standards, in contrast with devices coming from unknown vendors.
Also, most manufacturers have very recently started using the MUD
[%°] profiles that contain crucial information about the security status
of the device.

Compliance with Certifications from well-known certification bodies or governmental
standards and organizations are a sound indication of trustworthiness. This means
certifications the device has been thoroughly examined and has passed successful
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audits conducted by independent auditors. Additionally, adherence to
industry standards and protocols, especially those related to security
and data protection (such as ISO/IEC standards or specific industry
compliance requirements), is very important. Moreover, compliance
with governmental and regulatory standards, particularly in areas like
privacy and data security (e.g., GDPR), can indicate a possibly
trusted device. The importance of these -certifications and
compliances depends on the device’s domain; however, certain
domains, such as medical devices, have very strict requirements.

Security Features

The presence of built-in security features in the device, such as data
encryption capabilities, hardware security mechanisms, monitoring
agents, and support for a secure boot process, significantly impacts
the device’s trustworthiness.

Software and Firmware
Integrity

The integrity of the running software and firmware is vital for
ensuring the security posture of a device [61]. This can be achieved
by providing evidence by verifying the integrity and authenticity of
the OS and the entire software stack of the device during its
operation. Such verification is essential for detecting any attacks or
compromises that might occur after the boot-up. A common method
is checksum verification and code integrity checks [62], where the
system periodically recalculates and compares the checksums of
critical files against known “gold™ configurations to detect
unauthorized changes (this could be performed on the FW level as
well [63]). The digital signature verification is another technique,
confirming both the data integrity and its authentic source.
Additionally, behavioural monitoring is also employed to track
unusual applications or OS activities that might indicate a breach.
This can be achieved using specialized agents such as eBPF [82]
monitoring hooks, which allow in-depth monitoring of specific
software or SW parameters in real-time. Tools such as Wazuh agents
[64] are also useful, as they gather various parameters and trigger
alerts based on predefined rules. Memory scanning is also critical for
identifying malware, especially rootkits that might reside in memory
without altering disk files. Finally, monitoring changes in critical
configuration files and system binaries is another key strategy in
monitoring the integrity and security of a device.

Up-to-date operating
system and firmware

The release of a new OS (or firmware) version often indicates the
presence of existing vulnerabilities that could compromise the
system’s integrity. Therefore, this strongly suggests that systems
operating on outdated OS/firmware versions should be considered
less trustworthy as they might be vulnerable to known security risks.
In practical terms, once the version of the OS has been identified, it
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is compared against vulnerability databases (i.e., CVE databases of
MITRE [*]) where risk scores are included (indicating the severity
of the identified vulnerabilitics). Hence, mapping these risk values
with the running OS version can calculate the trust score. For this
specific trust property, it is important to consider that apart from
having an up-to-date version of the OS, a secure update should be in
place so as to verify if the manufacturer authentically provides the
specific version.

Application
vulnerabilities

Similar to Operating Systems, vulnerabilities at the application level
are crucial to consider. The trustworthiness of an application can be
assessed by comparing its version against vulnerability databases.
These databases list known vulnerabilities and provide indications of
risk, including metrics and the potential harm that could arise if the
vulnerability were exploited by malicious actors. Based on these
metrics, the overall trustworthiness of the system can be evaluated.
Typically, an outdated version of an application is considered less
trustworthy, as it may be more vulnerable to known security threats.

Data handling and
privacy practices

Another key trust factor is the manner in which the device handles
and stores sensitive data. To this end, data encryption protocols and
mechanisms, particularly cryptographic libraries, are employed to
protect sensitive data both in transit and at rest. Additionally, data
integrity mechanisms, such as checksums and digital signatures, are
crucial in ensuring the integrity of stored or transmitted data.
Regarding privacy, devices should implement specific mechanisms
tailored to the context and regulations of each domain (e.g., data
minimization and retention policies in line with GDPR). To assess
these properties, specific cryptographic inventory tools can be
utilized (like Cryptosense [66]). These tools are capable of scanning
the systems and identifying the cryptosystems and protocols in use,
including detailed information on running processes, the
cryptographic algorithms employed, key sizes, and the total number
of key pairs utilized over the system’s lifetime.

Communication
interface

Communication technologies include a wide range of protocols and
hardware interfaces that devices use to communicate with others or
central and backend systems. These technologies range from Wi-Fi
and short-range Bluetooth to long-range technologies like LoRa [67]
or other cellular networks (4G/5G, etc.), and wired connections
(primarily used in industrial applications). Moreover, most devices
use multiple connection interfaces for various functionalities. For
instance, a gateway might use its wired connection to connect to
backend servers for data transmission, while its connection to
deployed sensors could be wireless-based. Communication
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technologies are critical as several vulnerabilities are known for each
of them, some critical and others not. For example, there are several
obsolete Wi-Fi security protocols like WEP, known for their
vulnerabilities and susceptibility to attacks and hacking [68].
Likewise, older versions of Bluetooth have known security flaws, and
even some newer versions can be vulnerable if not properly
configured [69]. Even Zigbee [70], often considered highly secure,
can sometimes have flaws leading to critical vulnerabilities [71].
Therefore, the difficulty in compromising data transmitted over these
network interfaces depends on the communication technology used,
and, of course, this affects the level of trust. Direct wired links are
generally considered much more secure than Bluetooth interfaces,
while the presence of multiple communication interfaces in a device
increases its attack surface, thereby reducing the overall trust level of
the device.

Protection of
communications

The robustness of authentication protocols is another important
aspect of trust. For instance, TLS/SSL [72] and OAuth2[73] are
widely used protocols that provide end-to-end authenticated and
encrypted communication channels. These protocols are essential
when transmitting data from one device to another or to backend
services. However, there are several insecure protocols still in use,
such as pre-shared authentication keys (PSK). PSK involves a shared
secret key between two entities and can be highly insecure if the keys
are not managed correctly, especially in scenarios with multiple
devices where the keys are assumed to be securely disseminated in a
previous step. Additionally, several obsolete methods, such as the
conventional scheme of basic authentication using a username and
password, are still commonly used in the IoT domain. This method is
vulnerable if the passwords are weak, reused, or transmitted over
unencrypted channels. Moreover, several legacy protocols, such as
older versions of TLS and SSL (e.g., SSL v2.0, SSL v3.0, TLS 1.0,
TLS 1.1) [74], are considered insecure due to well-known
vulnerabilities. In the context of communication between two
entities, several other techniques should be implemented to provide
protection against attacks such as spoofing, replaying, and on-the-fly
modification attacks. These protections could be integrated into the
transmitted messages and checked on the receiving end of the
channel, like HMAC codes. Lastly, a common misuse in [oT devices
is the use of factory default settings and passwords, making them
susceptible to adversaries who can easily find these passwords in
public repositories and manuals. Hence, the use of strong
authenticated and encrypted channels in system communication plays
a critical role in assessing the trust level of a system.
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Hardware security
mechanisms

Hardware security mechanisms found in most modern devices are
isolated computing units within the processing unit (or the memory).
They are mostly responsible for managing the storage of
cryptographic material as well as for performing security-sensitive
functionalities, such as encryption/decryption, hashing, digital
signatures, ctc. Additionally, they can be used for software isolation.
These mechanisms could be Trusted Platform Modules (TPMs) [75],
Physical Unclonable Functions (PUFs) [76] or secure enclaves [77]
and play a crucial role in maintaining the confidentiality and integrity
of information; thus, their presence is critical in assessing the
trustworthiness of a device.

Management and
storage of cryptographic
material

This trust property is related to the hardware security mechanisms
described above. Secure cryptographic key management and storage
are vital in assessing the trustworthiness of a device. This involves
focusing on the cryptographic key, its generation, storage, and
resistance to attacks. The generation of keys must be sufficiently
random, which depends on the seed used and the type of algorithm.
The type and length of the key are also crucial. After generation, the
distribution of keys is critical to minimize interception by malicious
actors. Also, implementing key usage policies is important to ensure
that the keys are used and employed correctly throughout their
lifecycle, in accordance with predefined and intended uses. Equally
important is the secure storage of cryptographic material, using
technologies like HSMs and TPMs, or secure enclaves within
processors. These aim to physically and logically isolate the
cryptographic keys from potential threats. Additionally, employing
encrypted storage and strict access control schemes further enhances
key security. The lifecycle of the key should involve regular
refreshment to reduce risks associated with long-term exposure. This
includes the revocation and secure destruction of keys when they are
no longer needed or if they become compromised. However, several
deployed systems struggle with these issues due to factors like
complexity, scalability, and limitations of legacy systems that cannot
support such techniques. To this end, implementing a secure key
management policy is critical in assessing the trustworthiness of a
device. This also impacts compliance with regulatory and industrial
standards, and is fundamental in protecting sensitive data and
maintaining the confidentiality and integrity of information.

Secure Boot

The secure boot process prevents unauthorized software from
running during device boot-up [78]. It performs that by verifying the
digital signatures of the firmware and sometimes critical OS files,
against a list of trusted sources released by the manufacturer. This
verification process ensures that each component of the boot

Krousarlis Thomas, Univ. of the Aegean, Dpt. of Information and Communications Systems Eng. 32



Trust Modelling Methodology for Distributed Envirenments

sequence is trustworthy by verifying its integrity and authenticity and
that it has not been tampered. This allows the device to effectively
block malicious software like malware or bootkits from
compromising the boot process [79].

Isolation of security
critical functions

This aspect also serves as a trust factor, relating to hardware security
mechanisms and secure key management and storage, as previously
mentioned. The isolated execution of security-critical (and safety-
critical, depending on the application) functions refers to a technique
where sensitive operations, such as cryptographic processes,
authentication, and authorization, are carried out in a secure,
segregated environment. This approach ensures that these critical
functionalities are isolated and safeguarded against threats and
vulnerabilities present in the broader system. As noted earlier, this
typically involves the use of TPMs. In addition to hardware-based
solutions, this isolation also encompasses software-based techniques,
such as virtualization and containerization. These methods create
isolated execution environments that are separate from the main
operating system. Such isolation is instrumental in mitigating risks
associated with unauthorized access or tampering. Therefore,
executing security-critical functions in isolation (including tasks like
key generation and updates) enhances the overall security posture of
the systems and, consequently, their level of trustworthiness.

Cryptographic libraries
separation

This trust property, also related to hardware security mechanisms as
previously described, emphasizes the importance of cryptographic
separation and the integrity of crypto libraries. This is particularly
crucial in multi-user or multi-tenant environments, where different
users access the same system under varying authorization and access
policies. This technique not only segments sensitive data but also
protects cryptographic materials, such as keys. It is essential for
maintaining separation and restricting access solely to authorized
entities. Cryptographic separation ensures that data and keys
belonging to one user or group cannot be accessed by others, even if
other security layers arc breached. Additionally, the integrity of
cryptographic libraries, encompassing algorithms and protocols, is
paramount. A flaw or vulnerability within these libraries can
compromise the security of dependent applications. This necessitates
that these libraries are not only well-implemented but also regularly
updated. When evaluating the trustworthiness of a device, the
security measures in place to protect these libraries from
unauthorized modifications or tampering must be assessed. Such
intrusions could introduce backdoors or diminish their security
cffectiveness. Thus, cryptographic separation and the integrity of
cryptographic implementations are key to safeguarding sensitive
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information from unauthorized access and maintaining the
trustworthiness of the system.

Secure SW/FW updates

When updating the software and firmware of a system, implementing
secure mechanisms is crucial to ensure the trustworthiness of the
updates and patches being installed. This includes verifying the
authenticated source and using an encrypted communication channel.
Encryption prevents unauthorized parties from viewing or tampering
with the source code of the updates, which could potentially
introduce backdoors. Additionally, the source of the updates should
be authenticated through digital signatures to ensure that the patches
originate from a legitimate and trusted source, such as the
manufacturer. Secure and authenticated communication channels are
also used to deliver these updates to the relevant systems. This further
safeguards against interception or manipulation by malicious actors
during the transmission of the updates. Therefore, the presence of
these appropriate mechanisms is a critical indicator of trust. They
protect not only the updates themselves but also preserve the overall
security posture of the systems. If an attacker were to compromise an
update, they could potentially introduce malware or backdoors,
leading to more significant security breaches. Implementing this
approach is essential in building and maintaining trust in a system.

Run-time integrity

When considering the runtime of a device, there are several attacks
that can be executed which may not be easily detected by the host
device and its implemented security measures. These attacks can
compromise applications and, through them, gain access to sensitive
data or the device's sensitive memory areas. Such attacks are often
used to recover secrets from recently used spaces in memory.
Detecting these attacks is very difficult due to zero-day
vulnerabilities, which are currently unknown in the community, and
due to backdoors potentially present in third-party libraries used in
the application's source code. This latter method 1s known as a supply
chain attack. There are several techniques to protect against such
attacks. For example, monitoring and tracing low-level properties of
the device, such as memory interactions and other attributes, can
indicate malicious behaviour. Tracing specific sensitive areas of
memory enables the detection of abnormal levels of memory
interactions. These measurements can be compared against
behavioural (probabilistic) profiles that are constructed during the
device's design phase. These profiles describe the device's nominal
behaviour, including the anticipated execution of tasks and the
expected use of resources. Additionally, tracking specific functions
of an application that accesses sensitive and secret data and
configuring an overflow threshold in the memory controller can be
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effective. To this end, it is possible to protect the system during
runtime from advanced attacks and even zero-day exploits by
identifying abnormalities in system operation. Employing such
monitoring agents and segregating memory areas by predefining
highly sensitive functions and memory locations are crucial strategies
in enhancing runtime security.

3.2.2 Experience-related trust properties

Unlike knowledge-related properties, which are primarily based on the device's integrity without

considering its behaviour during runtime, these properties focus mostly on reliability over time and

abnormalities at the device or network level (e.g., unjustified spikes in processing or memory

consumption).

Table 2: Experience-related trust properties

Historical reliability

In assessing the reliability of a device, it is crucial to consider its
historical performance record. This includes key statistical data such as
failure rates, uptime statistics, and consistency in performance under
varying conditions. Additionally, the consistency of the provided data
is another important dimension to be considered as any discrepancies
over time may indicate potential malicious malfunctions. This evidence
data is an important empirical indicator, providing insights into the
potential compromise (or robustness) of the device.

Device-centric
abnormalities

During the design phase of a device, its nominal (expected) behaviour
can be projected. This involves outlining the anticipated execution of
tasks and the expected utilization of resources in the intended
environment and application. This projection can be further expanded
to include memory interactions and other attributes that may signify
malicious behaviour. Monitoring specific sensitive areas of memory,
for instance, can reveal abnormal levels of interaction, potentially
indicating a security breach. Therefore, behavioural profiles should be
constructed during the device's design phase. These probabilistic
profiles will include operating parameters, such as task execution and
resource usage patterns. By comparing real-time measurements against
these established profiles, any discrepancies could indicate trust
violations, leading to a lower level of trustworthiness. To effectively
monitor these parameters, it is essential to deploy monitoring agents
and tracers at the device level (e.g., Prometheus [80], New Relic [81],
eBPF [82], Telegraf [83]). For example, in a gateway that collects data
from sensors every 10 minutes, agents can be installed to track the
system’s data processing activities and memory usage. These agents
could observe any unusual spikes In memory consumption or
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unexpected data transmissions, which could signal a potential security
breach or system malfunction.

Network-based
abnormalities

Similar to device-level properties, network-based data can serve as a
reliable indicator of trust. This means that through a network-based
Intrusion Detection System (IDS) [84], network traffic data can be
collected. This collection can take place both during the design and the
operational stages of the device. During the design phase, patterns of
data transmission can be gathered. However, the most effective
profiling is performed during operation, when interactions with other
devices occur, allowing for the development of a complete network
profile. This profile models the overall behaviour, such as the
interactions between a gateway and other devices deployed in the
infrastructure. Any anomalies in behaviour or suspicious activities will
lead to reduced trust levels.

3.2.3 Behaviour-related properties

This last category pertains

to the experience gathered from other entities (devices) in the network,

in contrast to the two previous categories that examine the behaviour of the device solely from its

own parameters and perspective. This category involves collecting data from several devices within
the network, which can then be used in the previously presented aggregation formula to calculate

an overall trust score at the network level.

Evidence-based
network feedback

The feedback-based reputation approach evaluates a device’s
behaviour, incorporating feedback from other devices within the
network. This feedback might include direct reviews from devices that
have previously interacted with the assessed one, providing insights
into its real-world reliability, performance, and any encountered issues.
Therefore, the reputation is established based on observations of its
behaviour, considering referrals or ratings from other network nodes.
Moreover, other factors, such as network experience, consistency, and
redundancy checks, are also considered. For instance, the quality and
consistency of data provided to various devices are compared, verifying
their accuracy. The type of data provides a trust indication and plays a
critical role in determining its reliability and its trustworthiness level
respectively. Inputs from different devices can be cross-referenced to
identify any discrepancies, indicating potential malicious activity. This
reputation-based scoring then informs the rest of the devices in order to
recalculate their trustworthiness.

Krousarlis Thomas, Univ.

of the Aegean, Dpt. of Information and Communications Systems Eng. 36



Trust Modelling Methodology for Distributed Environments

3.3 Trust provisioning

To effectively retrieve information related to device properties and behaviour, a variety of tracers
or tools can be utilized. These tools operate on multiple levels, from external network evaluation to
in-depth analysis of software characteristics and internal system functionalities.

For network monitoring, various applications can analyse network traffic, identifying anomalous
patterns and potential security breaches, such as Wireshark [85]. Additionally, Intrusion Detection
Systems (IDS), like Snort [86] and Suricata [87], play an important role in detecting malicious
activities. The information from the network level is particularly important for making decisions
related to the behaviour of a device within a network.

On the device level, evaluating trustworthiness is more complicated, as the existing tools can capture
different levels of the device and software stack. For this purpose, several tools are used such as
tracers and monitoring tools (e.g., Prometheus [88], New Relic [81], eBPF [82], Telegraf [83],
Wazuh agents [64]). Also, log analysis software, like Graylog [89], can examine log files generated
by devices, focusing on detecting unusual events or trends that may raise security concerns.
Furthermore, Security Information and Event Management (SIEM) systems, such as IBM’s QRadar
[90], play a vital role in analysing data from diverse sources, including individual devices.
Complementary to SIEMs are Endpoint Detection and Response (EDR) solutions that provide
another layer of defence by providing continuous monitoring of endpoints through agents deployed
directly on devices, such as [oT devices. These are essential for identifying and responding to threats
in real-time, thereby reinforcing endpoint security. Performance Monitoring Tools complement
these efforts by tracking key performance metrics like CPU usage, memory utilization, and response
times, which is crucial for maintaining optimal device performance and quickly identifying
operational anomalies.

Vulnerability Scanners, such as OpenVAS [91], are essential for the proactive identification of
known vulnerabilities within devices. By assessing potential risks and the overall security posture,
they are fundamental in maintaining a robust defence against evolving cyber threats. Energy
Consumption Monitoring Tools offer a different perspective by tracking the power usage of devices,
providing insights that can be instrumental in detecting issues related to efficiency and potential
hardware malfunctions. Lastly, Software and Firmware Analysis Tools, like Binwalk [92], are
crucial for delving into the core of device security. They scrutinize device software and firmware
for hidden vulnerabilities, backdoors, or malicious code, ensuring the foundational security of the
device. These tools gather critical data and insights, enabling an understanding of how devices
function, interact, and adapt to diverse scenarios. This information is then used to retrieve the
required information to assess the trustworthiness of the device, as will be presented in the next
chapter that analyses the critical trust factors and properties that need to be assessed.

3.4 Trust management

After gathering information from relevant trust provisioning tools (as described in the previous
chapter), the consolidated trust quantification and overall assessment should be performed. This
process involves various techniques, largely dependent on the setup environment. For instance,
whether devices are permanently deployed in the domain or if new devices continuously join, and
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more importantly, on the characteristics of the device and their computational capacity, which
determines if the trust assessment logic and models can be deployed directly on the device.

The simplest method for trust assessment, without any direct device intervention, is the centralized
approach. In this approach, the trustworthiness claims (information collected by the devices — see
3.2 about trust properties) are consolidated at a central entity responsible for assessing the
trustworthiness level of each entity, regardless of the chosen evaluation model. Figure 4 presents a
simplified illustration of this scheme, where the trust assessment is a centralized entity responsible
for assessing the level of trust. The grey arrows represent interactions among the devices, while the
orange ones represent interactions between the devices and the trust assessment. This includes
collecting necessary trustworthiness claims and sharing the required information back with the
devices.
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Figure 4: Centralized scheme

A semi-decentralized scheme can complement this approach, where transmitted data is recorded in
a distributed ledger, making it accessible to the other entities of the network. In this setup, the
centralized trust assessment logic retrieves information directly from the ledger, calculates trust
scores, and stores the output back on the ledger. This open accessibility is crucial, especially when
a device aims to interact with another without any prior knowledge. By accessing the ledger any
device can obtain already assessed trust values (that characterize the current trust level of each
device) and can decide whether interaction is safe based on this score and the criticality level of the
service to executed or data to be transmitted. This method is particularly beneficial for reputation-
based trust modelling methods, where trust opinions from multiple entities are aggregated to
establish an overall trust level. The role of the ledger is vital in such settings as it ensure the integrity
and auditability of the recorded trust information, establishing transparent trust relationships across
the network. Figure 5 presents an illustration of this scheme, where trustworthiness claims are
recorded in the distributed ledger (indicated by orange arrows). Through this ledger, the trust
assessment can access the required information to assess the level of trust. Instead of sharing the
outcomes directly with the devices, this information is stored back in the ledger and can be retrieved
on demand by any device.
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Figure 5: Semi-decentralized with the use of a distributed

ledger

An alternative 1s the completely decentralized scheme, where devices independently assess the trust
of others. This requires substantial processing power and computational capacity at the device level
to execute trust algorithms. Additionally, devices must have hardware-based security mechanisms
like TPMs to sccurely perform trust assessments and security-sensitive functions, such as
encryption/decryption and outcome signing. The direct assessment of the trustworthiness levels can
also facilitate further attestation of devices based on challenges requested by peers. This is very
useful in scenarios requiring an advanced trust level for sensitive and critical processes, where
additional checks and proofs of trustworthiness are necessary. Moreover, this approach aligns well
with using a distributed ledger as an intermediary to share and disseminate trust information across
the network. While all these approaches are useful, selecting the most appropriate one requires
careful consideration of factors like scalability, performance, and latency in quantifying trust levels.
Figure 6 presents this scheme, where the trust assessment is deployed at the device level in the form
of decentralized trust agents (represented by orange squares). The devices are capable of directly
assessing the trust level of others (indicated by orange arrows) and can record/share the outcomes
through the distributed ledger.
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Figure 6: Decentralized scheme

3.5 Outcomes on Trust Modelling in Distributed Systems

This chapter presented the trust modelling in the domain of distributed systems, highlighting mostly
their applicability as well as their limitations. The main contribution of this chapter, which 1s the
core part of this study, is the identification of trust properties, focusing on aspects such as
knowledge, experience, and behaviour of the systems to derive to an evidence-based trust score.
The relationship between these trust properties and their impact on trust decisions in distributed
environments is also analysed.

Also, this chapter discussed the need to establish a hierarchy and categorization of the devices and
running services based on their criticality, considering factors like latency and downtime, especially
in dynamic environments. This enables the accurate and on-time assessment of the trustworthy state
of the device, considering the criticality and prioritizing the assessment of highly critical
functionalities. Furthermore, the chapter addresses the issue of trust provisioning, discussing how
trust is established, maintained, and updated within a network. Key challenges and potential
solutions in trust management are also explored.

The chapter concluded with a focus on trust management, particularly emphasizing the importance
of consolidating trust quantification and overall assessment after gathering information from
relevant trust provisioning tools. This process is highly dependent on the setup environment, such
as whether devices are permanently deployed in the domain or if new devices continuously join in
dynamic environments. A crucial factor in this process is the characteristics of the devices,
especially their computational capacity, which determines if the trust assessment logic and models
can be deployed directly on the device level. To this end, three approaches are presented based on
the setup of the trust assessment model and the placement of the logic in the network.
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Applicability of the trust model and its limitations

This chapter examines two specific scenarios in which the trust model presented in the previous
chapter can be effectively applied within the context of railway networks. Additionally, it discusses
the limitations of its applicability. Still, the primary objective of this chapter is to showcase some
practical applications of trust assessment. It is important to note that once the proposed model is
fully developed, it will require further experimentation and evaluation, and these criteria are
elaborated in the final subchapter.

4.1 Trust scenarios in the case of railways

As an indicative trust scenario, the presented trust model can be implemented in the railway’s
domain, thus providing a realistic assessment of it. Railways are very complex systems, consisting
of several heterogeneous systems and various technologies to ensure efficient and safe travel for
passengers [5]. At their core are the Signalling Systems used to control the movement of railway
traffic, which include electronic interlocking and level crossing systems, crucial for directing traffic
and ensuring safety on the tracks. That is coupled with several track-side units that share information
between the trains and the Command-and-Control centre. The Command-and-Control includes
systems such as Automatic Train Control and Automatic Train Supervision, which manage the
movement of trains alongside the Energy Traction system that powers the trains. The on-board
Auxiliary Systems support the primary functions of the railway, such as energy systems, HVAC, and
lighting systems, mainly ensuring comfort but also being very critical in case of emergencies. Also,
there are several other systems dedicated to the passenger comfort like Passenger Announcement
and Information Systems. Lastly, Telecom Systems, including dedicated radio and wired on-board
networks, as well as voice communication and timekeeping systems, are essential for effective
communication across the railway infrastructure, safeguarding that all operations are well-
coordinated and efficient.

Together, all of these systems create a very complex network of distributed SoS, coming from
various vendors and manufacturers, which is further expanded by the presence of legacy systems
with obsolete interfaces and outdated processes. Another important characteristic is the distributed
nature of the deployment of these systems: some are installed on-board trains, others are centralized
in command-and-control centres, and additional systems are positioned along the railway tracks,
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making the overall monitoring and control of the infrastructure very challenging. In the following
subchapters, two hypothetical attack scenarios will be explored to showcase the trust management’s
potential applicability within the railways domain.

4.1.1 Signalling and automatic train control system scenario

In this attack scenario, the attacker targets the railway’s signalling system and automatic train
control system, aiming to cause a train accident. Although the probability of such an attack is
relatively low, its high impact potential increases its significance and the potential value of using
the proposed trust modelling methodology.

There are several critical components of the railway network involved in this scenario. For instance:

- Command and Control Systems, including Automatic Train Control.

- Trackside Units responsible for signal control and traffic management.

- Interlocking Systems to arrange the movement of tracks.

- On-board Automatic Train Control mechanisms.
The following schematic (Figure 7) provides a simplistic representation of the diverse components
involved in this scenario. It presents the deployment and interaction of various systems within the
railway infrastructure, including those installed on-board the trains, situated in command-and-
control centres, and positioned along the railway tracks, which interact with the interlocking systems
exchanging critical signals.

On-board
Automatic
Train
Control

Track-side
Unit @

Command
and Control
Interlocking

Systems

Figure 7: Signaling and automatic train control system scenario.

In this attack scenario, the attacker first gathers essential information to manipulate the railway
systems. This may include details like the types of requests made by the traffic management system,
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IP addresses, and other specific technical data related to the systems deployed on the tracks, such as
data from the interlocking systems. It should be noted that while the means of obtaining this
information are important, they are not the primary focus of this analysis. Based on this knowledge,
the attacker develops malicious software to infiltrate the command-and-control systems, aiming to
remotely take control of railway junctions and train movement. The goal is to inject false data into
the track-side unit responsible for traffic management and for sending information to the train’s
onboard systems. Using the infiltrated software, the attacker can initiate an attack, gaining control
over critical junctions and trains within the railway network.

In this scenario, deploying a trust model can help preventing such an attack. The primary objective
is to evaluate the trustworthiness of all network entities, especially during information exchange
between critical components. This includes an in-depth assessment of each involved component
(e.g., trackside unit). A centralized monitoring and trust assessment system should be established to
achieve this. The trust assessment could be deployed in a centralized server, for instance, in the
command-and-control center, that aggregates all monitoring data from the network’s elements and
devices and combines this with other behavioural and historical characteristics of the devices (e.g.,
network patterns). It also consolidates information from all network entities, analysing and cross-
referencing it to identify potential vulnerabilities and threats. By monitoring behavioural patterns
and communication between these entities, the system can detect anomalies that might indicate an
attempted attack. Moreover, the trust assessment could incorporate real-time analysis capabilities
by deploying monitoring agents to the most critical devices in the network. Of course, there is an
assumption that the devices have been characterized before deployment and their expected
behaviour has been documented as a reference model, which can be compared to actual
measurements.

Once the data 1s collected, the next step 1s to quantify the trust level of each device, which could
vary based on the level of criticality of the service executed. For example, if a train is requested to
be redirected to other tracks, this level could be set to high, meaning that the communication
between the trackside unit and train, as well as the device sending the information, should be
thoroughly assessed.

Nevertheless, another critical case is the following: the operator should collect information about
the current traffic from several track-side units to safely redirect a train to another track. This
involves collecting information from several systems. Before trusting them, these systems should
be assessed at the highest possible level of trustworthiness. If the level of trustworthiness falls below
a specific predefined threshold, then the gathered information should not be considered trustworthy,
nor should the device be trusted. Additionally, in the case of a software update on the onboard
Automatic Train Control mechanisms, this could be set to “extremely high” to ensure that the overall
process is secure and reliable, also verifying that the sender of the update is authentic. If the sender
is compromised, there is a high risk of deploying malicious software to the onboard units.

4.1.2 On-board systems scenario

Another possible scenario could involve a malware targeting a train's on-board systems, causing a
false emergency stop. In this scenario, several on-board systems come into play, such as:

- On-board Automatic Train Control mechanisms.
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- Train Brake Systems.
- Other sensors and onboard gateways that collect critical information.
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Figure 8: On-board systems scenario

In this scenario, the attacker can inject a malware into the on-board systems of the train either
through physical access or by using removable devices employed in OT systems for various
purposes, such as firmware updates. Additionally, the attacker can inject malware into auxiliary and
secondary systems (not used for train control), like an onboard gateway, through a wireless
connection interface that is not updated to the latest version. The goal is to propagate this malware
to the rest of the onboard systems, allowing the attacker to feed false data to the train’s automatic
control system.

Similar to the previous case, the malware could be deployed to the centralized systems of the remote-
control system of the trains in the command-and-control centre, enabling the attacker to take over
the systems and gain remote access. This malware can facilitate interference with the
communication with traffic supervising systems and enable remote manipulation by injecting a
payload that disrupts these systems. This could lead to a false stop of train traffic, which is extremely
dangerous apart from the disruption of the traffic.

As mentioned in the previous example, the role of trust management is critical in such scenarios. It
enables the assessment of the trustworthy state of the intermediate components under strict security
and timing requirements. This is crucial in scenarios like a critical braking event, where the on-
board systems of the train must trust other systems for sharing critical information to enable real-
time cooperation. The objective here is to safeguard communication in real-time and safety-critical
conditions during operations, while preventing the propagation of vulnerabilities from one system
to another. This is essential to protect passenger safety, data integrity, and service availability from
being compromised by malicious actors and adversaries. In scenarios where decisions are time-
critical and latency is a vital factor, it is also important to adjust the criticality of the assessed systems
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and prioritize the execution of assessments to ensure trust-related information is delivered promptly.
The possibility of systems impersonation should also be considered and assessed in the context of
distributed systems deployed in uncontrolled environments, where external entities, may have
physical access (e.g., track-side units), can potentially compromise the systems.

To further evaluate the trust model’s applicability, a range of performance indicators and criteria
must be considered, with a primary focus on its suitability, performance, and scalability within in
large networks. These criteria are further explained in Chapter 4.3.

4.2 Limitations of the proposed methodology

There are several limitations and challenges to the widespread adoption of the trust modelling
methodology as described in the previous chapter. Trust modelling (and trust management) are
particularly challenging in highly dynamic environments, where devices continually appear, move
between domains, and disappear. This can easily occur in less controlled environments, like smart
cities, where unknown devices continuously join networks. Given this volatile structure, the “Zero-
Trust” paradigm should be considered, which requires finely controlled access to data and resources,
avoiding implicit trust assumptions. Instead, all interactions should depend on the trust level of the
involved devices. Therefore, interactions must be monitored using contextual metrics beyond the
conventional ones, and the trustworthiness of all elements should be continuously re-evaluated
based on their behaviour.

A significant issue in this context is the onboarding of devices into the network, which forms the
cornerstone of trust. However, a notable challenge is the so-called “cold start issue” [93], which
occurs when a device joins a network for the first time without any prior interactions. Hence, it is
crucial to assess the device initially while maintaining network transparency. The issue is twofold:
on one hand, it is vital to enable smooth device onboarding by focusing on device-centric aspects
(e.g., manufacturer reputation, updated firmware). On the other hand, assigning a low trust value
could be too risky, potentially blocking the device from interacting with others. Likewise, allowing
the device to start interacting without sufficient assessment may lead to network corruption.

Another aspect is related to the capabilities and requirements of monitoring agents and tracers. The
devices are often lightweight in terms of processing power, and their computational capacity may
not be sufficient to integrate power-consuming tracers capable of tracking every action of the device.
Additionally, there are restrictions, as several [oT devices do not even host an operating system and
are primarily based on bare-metal firmware. Deploying a tracer should also consider the specific
needs of the device, especially in highly critical situations aimed at enhancing assurance without
compromising applicability and performance. Consequently, there is a need to develop tracers that
can effectively balance performance with security.

A different important topic concerns the aggregation of trust scoring, where devices potentially need
to operate under completely decentralized conditions without a central authority managing trust and
calculating trust scores. This demands more robust computational and processing capabilities at the
device level to allow for the deployment of trust agents capable of performing such calculations and
deriving trust scores independently. On top of that, a large number of existing devices lack
hardware-supported roots of trust, making it even more challenging to execute trust-related
operations directly on the device. These measures, along with the necessary information, are
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essential for efficiently and reliably managing the lifecycle of devices, which is crucial for
maintaining high Quality of Service (QoS). In this regard, metrics and event collection will primarily
be processed on the devices, enabling them to utilize services and data from others. However, this
raises another question of how to disseminate trust information to other devices, especially when
managing trust-related incidents (such as trust revocation, security policy violations, etc.). As a
result, reliable means of communication and trustworthy data sharing should be considered,
particularly when a device needs to consult others and assess the trust level of a target device before
initiating interaction.

Lastly, an important dimension to consider is privacy and the provision of sensitive information by
devices. To address this, the self-sovereign identity paradigm can be adopted. Under this paradigm,
devices themselves control the responsibility of trust assurance by constructing verifiable
presentations, which are done without exposing any sensitive information to external parties. These
verifiable presentations are created using verifiable credentials that are issued and maintained at the
user level. This ensures that each user discloses data based on specific attributes and the level of
access they are willing to provide. Such attributes could represent various types of information,
including device-related information required to quantify trust (e.g., the version of the operating
system).

4.3 Further evaluation criteria

To further evaluate the applicability of the trust assessment methodology, several other factors
should be considered in real-world scenarios, such as the performance of the trust quantification,
which is very important (mostly) in time-sensitive scenarios (like the one presented previously).
Therefore, in scenarios where trust assessment must evaluate the trustworthiness of a system within
specific time constraints set by the security operator or the user (e.g., maximum latency in critical
braking), it should be fast enough to avoid unacceptable delays in the decision-making process. A
“late” decision regarding the low trustworthiness of a system could lead to safety issues, especially
when trusting potentially malicious systems.

Another aspect that must be assessed relates to the scalability of the solution, specifically how it
could scale in large networks, and how its performance is affected in an evolving network in terms
of the number of devices. Also, it should be considered that in a large network, the trust properties
to be taken into account in the quantification process may be numerous, thus requiring substantial
processing power. In such cases, the assessment should specify the upper acceptable boundaries of
latency in terms of time and the number of assessed nodes and devices in the network. This not only
affects the quantification but also the process of evidence generation and the time required for
further analysis so that it can be consumed efficiently by the trust model. To analyse the performance
of the trust, detailed benchmarking is required once the algorithms have been developed,
considering the varying time constraints and the complexity of the environment (i.e., how long it
takes to compute all required trust properties so that the model can calculate its output and whether
this still meets the time requirements).
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4.4 Future Work

The analysis presented in this thesis primarily focuses on providing a novel approach to modelling
trust in the domain of distributed Systems-of-Systems, taking into account the peculiarities and
diverse nature of the systems involved in such settings.

The future research plan relates to the actual design of algorithms that will realize the trust
assessment methodology. This involves creating a proof-of-concept for the proposed trust
quantification methodology and the overall trust assessment architecture, detailing how these should
be realized. Additionally, there are several trust decision-making algorithms that can be utilized for
quantifying each of the trust evaluation models, as analysed in Chapter 2.3, while considering the
trust quantification techniques in specific contexts (Chapter 2.4), for instance, the use of belief
theory in large networks of devices.

To support autonomous decision-making and decentralized trust quantification, the integration of
machine learning algorithms should be analysed. However, the real-time and ultra-low delay
requirements of sensitive applications must be respected. Machine learning applications sometimes
require interaction between cloud servers and devices (depending on the training of the model). If
the model needs to be trained directly on the device, then suitable machine learning techniques, such
as TinyML or federated learning approaches, could be investigated for the trust calculation.
Furthermore, the use of machine learning techniques in the quantification and assessment of trust
introduces a need for explainability. Until recently, only optimization and efficiency metrics have
been primarily assessed for such models, with less focus on specific quality and security
requirements. Additionally, the trustworthiness of these models, particularly concerning the origin
and correctness of the training data, should be assessed, as inaccuracies may lead to misleading
decisions. This is crucial in the case of autonomous systems, which adapt and evolve over time
based on their interactions within deployed environment, meaning that trust assessment models
should also adapt accordingly. This requires a machine learning-based model capable of evolving
with changes in functionality, the environment, and the evolution of trust between devices.

Another aspect concerns human-machine interaction, as it expands the notion of trust to include
aspects and requirements about trustworthiness and safety due to interaction with humans. In this
regard, it is also critical for the systems to be able to trust humans, as they are part of the
environment. This leads to questions about how we can detect, explain, and assess human behaviour,
model this behaviour, and specify trust from a social perspective as if recommendations from the
users are malicious, this could affect the trust assessment, propagating false information to the
network. Even if the intermediary is honest and does not modify the input received from others, it
can still disseminate false information.

Moreover, the adoption of the developed model faces several limitations and challenges, as
presented in the previous chapter. These challenges, which will be further studied, include the
onboarding of devices into networks, particularly the “cold start issue,” which presents a significant
challenge in balancing initial assessment with network integrity. Another aspect to be analysed is
related to the characteristics of the tracers, considering the miniaturization of systems and their
evolving presence in lightweight devices. This requires a careful balance between performance and
security, as decentralized trust scoring poses complexities, requiring devices to independently
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calculate trust scores without a central authority. Privacy considerations should also be explored,
following the self-sovereign identity paradigm that enables devices to control trust assurance
without revealing sensitive information via verifiable presentations and credentials. This is
particularly important in cases where devices record and hold sensitive information, such as
connected medical devices. Another important aspect to consider is the operational assurance of the
trust model itself, meaning how the model is protected against external threats and attacks that may
attempt to alter its configuration when quantifying the trustworthy state of a device, or even trying
to change its behaviour or the already generated outcomes. Therefore, it is critical to study how to
safeguard the trustworthy operation of the model.
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Conclusions

Building trust relationships between systems in the era of autonomous systems and complex
industrial Systems-of-Systems presents a significant challenge. This challenge affects not only the
security posture of these systems but also poses security and safety challenges that may harm other
systems as well as humans. Therefore, it is crucial to define how trustworthiness can be quantified
in terms understandable to systems and devices, considering they lack the natural ability to evaluate
relationships and other risk factors like humans.

In this direction, this thesis reviews the fundamentals of existing trust modelling, examining current
state-of-the-art practices. It is worth highlighting that different research disciplines approach this
problem in various ways and define trust differently as well. Additionally, a detailed analysis of
existing trust evaluation models is presented, focusing on methods for quantifying trust and
decision-making processes crucial for deriving trust metrics.

The main contribution of this thesis includes defining a trust modelling methodology, providing
detailed steps for defining trust objectives, identifying trust entities, assessing trust relationships
within a system or a network, and, most importantly, defining trust criteria and properties, as well
as a formula for quantifying trustworthiness. A key aspect is the identification of potential trust
properties that can be measured in each system, considering various dimensions such as knowledge,
integrity, behaviour, and experience of other entities in the network. Another significant
contribution, is the study of trust provisioning techniques, exploring how trust properties can be
measured, and through which mechanisms and applications. Lastly, the study explores three trust
management techniques based on specific system requirements for an even more efficient
quantification of the trustworthiness, considering how trust properties could be collected and the
decentralization aspects of the quantification process itself.

Moreover, the thesis examines two specific, realistic scenarios in the railway domain to assess the
applicability of the trust assessment solution. It also explores the limitations of its applicability and
concludes with potential research directions and future work.
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